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Abstract

Structural DSGE models are used for analyzing both policy and the sources of business cycles. Conclusions based on full structural models are, however, potentially affected by misspecification. A competing method is to use partially identified SVARs based on narrative shocks. This paper asks whether both approaches agree. Specifically, I use narrative data in a DSGE-SVAR that partially identify policy shocks in the VAR and assess the fit of the DSGE model relative to this narrative benchmark. In developing this narrative DSGE-SVAR, I develop a tractable Bayesian approach to proxy VARs and show that such an approach is valid for models with a certain class of Taylor rules. Estimating a DSGE-SVAR based on a standard DSGE model with fiscal rules and narrative data, I find that the DSGE model identification is at odds with the narrative information as measured by the marginal likelihood. I trace this discrepancy to differences in impulse responses, identified historical shocks, and policy rules. The results indicate monetary accommodation of fiscal shocks.

Keywords: Fiscal policy, monetary policy, DSGE model, Bayesian estimation, narrative shocks, Bayesian VAR.

JEL classifications: C32, E32, E52, E62.

∗ Federal Reserve Bank of Philadelphia. E-mail: tdrautzburg[at]gmail.com. Web: sites.google.com/site/tdrautzburg/. I am grateful to Pooyan Amir-Ahmadi, Jesus Fernandez-Villaverde, Pablo Guerron-Quintana, my discussant Ed Herbst, Jim Nason, Barbara Rossi, Juan Rubio-Ramirez, Frank Schorfheide, Tom Stark, Keith Sill, Harald Uhlig, Mark Watson, Jonathan Wright and audiences at the Atlanta Fed, the 2014 EEA, the ECB, the 2015 ESWC, Emory, Goethe, Madison, the 2015 NBER-NSF SBIES and NBER SI, the Philadelphia Fed, the Riksbank, the 2014 SED, the Fall 2015 System Macro Committee, and Wharton for comments and suggestions. I would also like to thank Valerie Ramey, Karel Mertens, and Morten Ravn for making their code and data publicly available and Nick Zarra for excellent research assistance. Any errors are mine. The views expressed herein are my own. They do not necessarily reflect the views of the Federal Reserve Bank of Philadelphia, the Federal Reserve System, or its Board of Governors.
1 Introduction

Dynamic Stochastic General Equilibrium (DSGE) models are a widespread research and policy tool, as showcased in the influential work of Christiano et al. (2005) and Smets and Wouters (2007). But as structural models, DSGE models could be misspecified and their counterfactual predictions therefore misleading. Faust (2009), for example, argues that microfoundations of DSGE models are weak and that their quantitative success could mask misspecification. Sims (2005) cautions that DSGE models should not displace alternative identification schemes. Narrative approaches (Romer and Romer, 2004, e.g.), are one such alternative. They analyze the effects of the same shocks as the typical DSGE model. Narrative methods rely on fewer structural assumptions and incorporate additional information relative to standard macroeconomic time series. I provide a framework for incorporating this information in DSGE model estimation and quantifying misspecification compared with narrative studies.

Existing approaches to DSGE model misspecification focus on statistical specification. As surveyed by Fernández-Villaverde et al. (2016), there are various approaches for addressing model misspecification. For example, impulse-response function (IRF) matching as in Christiano et al. (2005) side-steps fully parametrizing all shock processes of the DSGE model, which may introduce misspecification. However, such limited-information approaches give up on tracking a large number of macroeconomic indicators and shocks, which is one of the main successes of DSGE models such as Smets and Wouters (2007). The DSGE-VAR framework of Del Negro and Schorfheide (2004) is a full information framework that quantifies model misspecification relative to a reduced-form vector-autoregression (VAR). Del Negro et al. (2007) use this framework to show that DSGE models are subject to a small degree of misspecification. But since their benchmark model is a reduced-form VAR, their metric for comparing models is unaffected by shock identification.

This paper introduces a structural VAR (SVAR), identified using narrative shock proxies, to assess DSGE-model misspecification. It extends the DSGE-VAR framework for assessing misspecification in reduced-form VARs to a DSGE-SVAR, partially identified with external instruments. The DSGE-SVAR allows us to quantify the misspecification of the DSGE identification scheme by comparing marginal likelihoods: If a given DSGE model and the narrative SVAR agree, including information from the model increases precision and hence the marginal likelihood. As in Park (2011), I distinguish the fit of the DSGE dynamics from the fit of the DSGE identification. The innovation of this paper is to incorporate external data to build a DSGE-SVAR that partially identifies the model. I show that the DSGE-SVAR can imply substantive differences in IRFs compared to the traditional DSGE-VAR.

The DSGE-SVAR builds on a simple implementation of a Bayesian proxy SVAR. This simple proxy SVAR implementation is an additional contribution of this paper. Similar to Caldara and Herbst (2015), I use a Bayesian approach to implement the idea of the proxy-VAR first proposed by Stock and Watson (2012) and Mertens and Ravn (2013) in frequentist settings. Both Caldara and Herbst (2015) and my approach simply append a measurement equation to the VAR equation, but they use a structural VAR as the starting point. In contrast, I use a reduced form VAR as the statistical model and inference with a flat prior that uses a textbook Gibbs sampler. The structural

---

1Waggoner and Zha (2012) confront DSGE model misspecification differently. Instead of estimating a constant mixture between the DSGE model and the VAR, they allow for Markov switching between the models.
implications follow from closed-form expressions based on the reduced form, similar to a standard VAR such as Uhlig (2005). I elicit the VAR prior indirectly via the structural parameters of a DSGE model, but add priors for the measurement equation similar to Caldara and Herbst (2015). They use a Minnesota prior and priors for the coefficient and signal-to-noise ratio of the measurement equation. With a proper prior, the models both here and in Caldara and Herbst (2015) require a Metropolis-within-Gibbs sampler. Unlike their setting, I allow for possibly missing instruments, an important issue in applied work.

My result that the proxy SVAR identification is valid for a class of DSGE models is the second building block for my DSGE-SVAR: I provide conditions under which the instrument-identified VAR in Mertens and Ravn (2013) correctly identifies shocks and policy rule coefficients in models with standard Taylor-type policy rules, such as Leeper et al. (2010) and Fernandez-Villaverde et al. (2015). This property of the narrative VAR contrasts with traditional VARs that identify shocks through contemporaneous zero restrictions. DSGE models that match the VAR then need to assume that economic agents only react to policy shocks with a delay. The narrative VAR approach is valid if the data are generated from a widely used class of DSGE models, without restricting the timing. The key condition for my result is that the information set in the VAR captures the variables policy-makers pay attention to. This theoretical result mirrors the empirical result in Caldara and Herbst (2015) that credit spreads may be an important policy variable.

My application contributes to the literature on fiscal and monetary policy DSGE models, which is important from a substantive point of view: With monetary policy constrained by the zero lower bound (ZLB), “stimulating” fiscal policy has gained a lot of attention and influential papers such as Christiano et al. (2011b) have used quantitative DSGE models for the analysis of fiscal policies. Since the fiscal building blocks of DSGE models are less well studied than, say, the Taylor rule for monetary policy (e.g., Clarida et al., 2000), assessing the fiscal policy implications of these models is warranted. I use narrative measures for government spending, tax rates, and monetary policy shocks, building on the work in Ramey (2011), Mertens and Ravn (2013), and Romer and Romer (2004), to estimate a standard medium-scale DSGE-SVAR with Taylor rules for fiscal and monetary policy. Even though my results show that fiscal DSGE models can match VAR estimates along some dimensions, my overall results caution against the use of standard DSGE models for fiscal policy analysis. However, this finding is conditional on the assumption that the proxy variables are good instruments.

Specifically, I find that the best-fitting model puts significant weight on DSGE model dynamics, but the data prefer the weakest prior on the DSGE model covariance structure. This indicates that the DSGE model does not agree with the narrative SVAR identification. These results are robust to estimating model the model with news shocks and expectations data, and for other model variants. To provide evidence why the data dislikes the DSGE model specification, I analyze the implied impulse-response functions, historical shocks, and policy rules. I find that monetary policy accommodates fiscal shocks in the impulse-response function analysis. While the corresponding pure DSGE can match these qualitative findings through the indirect fiscal effects on inflation and output, my analysis of policy rules reveals a systematic direct response. I also find responses to monetary shocks that resemble a price-puzzle that the pure DSGE model cannot match. These responses to monetary policy shocks
are robust to different specifications such as controlling for expectations. Still, the pure DSGE model matches the historical monetary policy shocks best, but struggles to match historical tax shocks.

Showing the model fit along several dimensions highlights the advantage of using likelihood-based inference: The VAR has implications for several structural objects that are all informative about the success of the DSGE model that I analyze. In contrast, limited-information methods such as impulse-response function matching try to maximize the fit along only one of the structural dimensions.

For the estimation, I use previously unused data on expectations for the identification. Using the historic, publicly available Greenbook records, I digitize quarterly expectations data on the different components of fiscal policy along with the economy as a whole. I use this data to update the instrument for short-term government spending in Ramey (2011), i.e., defense spending surprises. Extending the sample on proxy variables sharpens inference significantly. I also use the data to control for fiscal foresight in a model extension featuring news shocks. Fiscal foresight does affect some estimates, but leaves the main conclusions unchanged.

Since it provides an intuitive way to incorporate prior information, the narrative DSGE-VAR framework can also be of interest for future narrative studies. In my application, the posterior distributions over the effects of fiscal shocks remain wide when only few proxy measures are available. Even though here I could add government spending shock proxies through extra data work, this is not possible for other applications, such as taxes. In such cases, incorporating prior information sharpens the posterior by shrinking the estimates toward theory-consistent policy rules. This is similar to the work by Arias et al. (2015), who document that even weak structural priors over policy rules help to identify shocks via sign restrictions.

This paper is structured as follows: Section 2 gives an overview of the methodological approach. Section 3 describes methods in detail and may be skipped by some practitioners. Sections 4 and 5 describe the empirical specification and the empirical results. Web appendix A contains the proofs and web appendix B describes the data and computational details. Online appendix C, available on the author’s website also shows additional empirical results.² In what follows, I use regular font letters for scalar variables, bold lower case letters for vectors, and bold upper case letters for matrices.

## 2 Narrative DSGE-SVARs: The Idea

The DSGE-VAR approach in Del Negro and Schorfheide (2004) estimates a weighted average of a reduced-form VAR and a fully structural DSGE model. For estimating VARs, this approach is useful because it allows to elicit priors for the many reduced-form VAR parameters via priors for relatively few structural parameters of a DSGE model. Since the structural parameters typically have a straightforward interpretation, eliciting priors is simpler in the DSGE model.

The DSGE-VAR also allows to quantify whether the economy is well described by the structural DSGE model. Since VARs typically summarize the dynamics of macroeconomic movements well, comparing the DSGE model fit to that of the VAR yields a meaningful measure of misspecification.

²Update link here: https://sites.google.com/site/tdrautzburg/research/NarrativeDSGE_web.pdf.
based on the reduced-form statistical properties. Formally, the larger the weight the best-fitting DSGE-VAR puts on the DSGE model, the lower the concern about misspecification.

This paper takes the approach to measuring DSGE model misspecification further. First, it replaces the reduced-form VAR with a structural proxy-VAR. This SVAR itself allows causal inference on impulse-response functions, historical structural shocks, and of policy rules, when applied to policy shocks. It thus goes beyond assessing the purely statistical fit and also speaks to the identifying assumptions about structural relationships in the DSGE model.

If the dynamic relationships between variables are pinned down, identification in the proxy VAR is governed by the contemporaneous covariance between forecast errors and proxy variables. I therefore measure DSGE model misspecification along two dimensions: (1) the fit of macroeconomic dynamics, and (2) the contemporaneous covariance structure that implies the causal relationships. The weight on the DSGE model is my summary measure of the model fit and corresponds to the prior precision.

### 2.1 Formal setting

Formally, write the VAR with \( p \) lags in the (zero-mean) observables \( y_t \) and its companion form as:

\[
\begin{align*}
  y_t &= Bx_{t-1} + A\varepsilon_t \quad (2.1a) \\
  x_t &= \begin{bmatrix} B \\ I_{(p-1)m} \end{bmatrix} x_{t-1} + \begin{bmatrix} A \\ 0 \end{bmatrix} \varepsilon_t, \quad x_t \equiv \begin{bmatrix} y_t' \ y_{t-1}' \ \ldots \ y_{t-(p-1)}' \end{bmatrix}', \quad (2.1b)
\end{align*}
\]

where the lag coefficients \( B \) and the covariance matrix \( \Sigma \equiv AA' \) are identified from the data, but not \( A. \varepsilon_t \) are structural shocks of the same dimension as \( y_t \). The corresponding linearized DSGE model has the following state-space representation:

\[
\begin{align*}
  y_t &= B^*(\theta)x_{t-1}^* + A^*(\theta)\varepsilon_t^* \quad (2.2a) \\
  x_t^* &= D^*(\theta)x_{t-1}^* + C^*(\theta)\varepsilon_t^*, \quad (2.2b)
\end{align*}
\]

where \( E[\varepsilon_t^*(\varepsilon_t^*)'] = I_m \). \( m \) is the dimensionality of \( y_t \). \( \theta \) is a vector of DSGE model parameters. The structural shocks here are \( \varepsilon_t^* \). Let \( \Sigma^* \equiv A^*(A^*)' \) be the covariance matrix of \( y_t \).

By itself, the VAR in equations (2.1) is observationally equivalent to VARs with other \( A \) matrices. We can, therefore, compare the DSGE model in equations (2.2) only to reduced form moments – VAR dynamics and forecast-error covariances. To build a DSGE-SVAR, I add a measurement equation to both models. Assuming that the VAR spans the true shocks \( \varepsilon_t^* \), this observation equation is given by:

\[
z_t = \begin{bmatrix} G \\ 0 \end{bmatrix} \varepsilon_t + \text{noise}_t. \quad (2.3)
\]

The zero restriction in the observation equation for the instruments breaks the observational equivalence between various structural VARs with the same reduced form presentation. Adding this equation to the VAR and the DSGE model allows me to evaluate whether the DSGE model is able to match
the static correlations between the shocks. These correlations are determined by the restriction that, except for noise, \( z_t = [G, 0] \epsilon_t \), and \( v_t = A \epsilon_t \). In addition to the covariance matrix \( \Sigma \) of the forecast errors \( v_t \), the covariance \( \Gamma \) between instruments and forecast errors now enters the likelihood of the model. Consequently, it also influences the optimal weight put on the DSGE model and the VAR.

Formally, under normality, the likelihood of equation (2.1a) is unchanged when we consider some \((\tilde{A}, \tilde{e})\) instead of \((A, e)\) for any \( \tilde{A} \equiv AQ \) and \( \tilde{e} \equiv Q' \epsilon \), where \( Q \) is an orthonormal rotation matrix: \( \tilde{A}(\tilde{A})' = AA' \) and \( \tilde{e} \sim N(0, I) \) is equal in distribution to \( \epsilon \). In contrast, the zero restriction in (2.3) implies that \( \Gamma \) varies with orthonormal rotations of the shocks, unlike \( \Sigma \). It then becomes possible to evaluate the structural fit of the DSGE model along with its statistical fit, which is my main focus.

DSGE-VARs also help to estimate the dynamic coefficients \( B \), and I also measure the DSGE-model statistical fit along this “dynamic” dimension. \( B \) has a number of entries equal to \( m^2 \times p \), where \( m \) is the number of variables and \( p \) the number of lags. Even in medium-sized VARs \( B \) is large, and prior information on it from the DSGE model may well help to improve the fit.

With the narrative instruments one can assess model misspecification beyond the marginal likelihood of the DSGE-SVAR. The estimable covariance \( \Gamma \) of instruments and forecast errors and and the structure that equation (2.3) imposes on \( \Gamma \) allows one to compare the VAR and the DSGE model along several dimensions, such as structural IRFs, implied policy rules, and historical shock paths. While analyzing these structural implications typically requires extra assumptions beyond the structure in (2.3), the data on the instruments allows one to proceed without assuming that the same mapping from the reduced-form DSGE covariance matrix \( \Sigma^\ast \) to \( A^\ast \) also applies to \((\Sigma, A)\) in the VAR, as in Del Negro and Schorfheide (2004).

Traditional narrative analyses, such as Romer and Romer (2004), are limited to analyzing impulse-response-functions to a single shock. Antolin-Diaz and Rubio-Ramirez (2016) also analyze impulse-response functions in VARs, but they only look at a few, large realizations of a shock. Compared to my approach, the merit of these limited information approaches is that they get by with partially specified models. In contrast, I embed the assumption that narrative measures such as Romer and Romer (2004) are correct and incorporate them into a larger structural model to assess DSGE models as a competing approach. DSGE models identify shocks through fully parametrizing the economy, including shock processes. Similar to DSGE models, my approach is a full information framework that, nevertheless, gets by with fewer identifying assumptions than a full-fledged DSGE model.

2.2 Example of identification through narrative proxies

To illustrate the identification through narrative proxies and contrast it with the identification in a fully structural model, consider the small fiscal SVAR in Blanchard and Perotti (2002) and Mertens and Ravn (2014). Blanchard and Perotti (2002) identify the model by calibrating a number of structural parameters, akin to the parametric identification of DSGE models. In contrast, Mertens and Ravn (2014) use shock proxies for the identification.
The VAR includes government spending $g_t$, tax revenues $r_t$, and output $y_t$: 

$$
\begin{bmatrix}
g_t \\
r_t \\
y_t
\end{bmatrix}
= 
\begin{bmatrix}
g_{t-1} \\
r_{t-1} \\
y_{t-1}
\end{bmatrix}
+ 
\begin{bmatrix}
v_{g,t} \\
v_{r,t} \\
v_{y,t}
\end{bmatrix}
, 
\begin{bmatrix}
v_{g,t} \\
v_{r,t} \\
v_{y,t}
\end{bmatrix}
\equiv
\begin{bmatrix}
\epsilon_{g,t} \\
\epsilon_{r,t} \\
\epsilon_{y,t}
\end{bmatrix}
. 
$$

While $B$ and $A$ could be linked in DSGE models through their dependence on common parameters $\theta$, I ignore $B$ in this example to focus on shock identification. It is useful to follow Blanchard and Perotti (2002) and Mertens and Ravn (2014) to rewrite $\mathbf{v}_t = \mathbf{A}\mathbf{\epsilon}_t$ as:

$$
\begin{bmatrix}
v_{g,t} \\
v_{r,t} \\
v_{y,t}
\end{bmatrix}
\equiv
\begin{bmatrix}
0 & 0 & \eta_{gy} \\
0 & 0 & \eta_{ry} \\
\kappa_{yg} & \kappa_{yr} & 0
\end{bmatrix}
\begin{bmatrix}
v_{g,t} \\
v_{r,t} \\
v_{y,t}
\end{bmatrix}
+ 
\begin{bmatrix}
\sigma_g & \gamma_{gr} & 0 \\
\gamma_{rg} & \sigma_r & 0 \\
0 & 0 & \sigma_y
\end{bmatrix}
\begin{bmatrix}
\epsilon_{g,t} \\
\epsilon_{r,t} \\
\epsilon_{y,t}
\end{bmatrix}
. 
$$

(2.4)

Blanchard and Perotti (2002) calibrate several of the parameters in their analysis of this SVAR, similar to how DSGE models use information outside the model to calibrate parameters or to set priors. The standard DSGE-VAR approach would, for a given parameter draw $(\hat{\theta}, \hat{A}^\ast)$, back out the VAR counterpart $\hat{A}$ as $\text{chol}(\Sigma(\hat{\theta})) \times Q(A^\ast(\theta))$, where $Q(A^\ast(\theta)) = \text{chol}(\Sigma^\ast(\theta))^{-1}(A^\ast(\theta))$.

In contrast, I follow the recent SVAR literature, using structural modeling and external instruments for identification. I show below that a class of policy rules in DSGE models implies zero restrictions on $\gamma_0$. Unlike Blanchard and Perotti (2002), who use institutional reasoning to calibrate $\eta_{ry}$ and set $\eta_{gy} = 0$, I follow Mertens and Ravn (2014) to identify these parameters from external instruments: When two external instruments $z_t$ are available that jointly span the fiscal shocks, we can recover $\kappa = [\kappa_{yg}, \kappa_{yr}]$ from the data. The identifying assumption is that the instruments are orthogonal to $\epsilon_{yt}$. Intuitively, one can then use the two instruments to identify the $1 \times 2$ vector $\kappa$, which, in turn, allows to back out $\epsilon_{yt}$ up to scale. Knowing $\epsilon_{yt}$ identifies $\eta = [\eta_{gy}, \eta_{ry}]$.

The DSGE-SVAR assesses which weight on the VAR and the DSGE model best fits the macro data $[g_t, r_t, y_t]$ as well as the instruments $z_t$. For given dynamics, the model fit depends on the variances and covariances of the forecast errors of $[g_t, r_t, y_t]$ and $z_t$, which are the identifying relationships in the data. I also assess how the DSGE model dynamics fit the data.

### 3 Narrative (DSGE-)SVARs: Identification And Estimation.

In this section, I first discuss identification and Bayesian estimation for the instrument-identified SVAR. The second part of this section discusses the link between SVAR and DSGE models and outlines how to use a DSGE model for eliciting priors and to quantify its possible misspecification.

#### 3.1 Narrative BVAR

Spelling out the distributional assumptions, the VAR with proxy variables is summarized by:

$$
y_t = \mu_y + Bx_{t-1} + v_t 
$$

(3.1a)
\[ v_t = A \varepsilon_t, \varepsilon_t \sim iid \mathcal{N}(0, I_m) \]  
\[ z_t = \mu_z + \begin{bmatrix} G & 0 \end{bmatrix} \varepsilon_t + u_t, u_t \sim iid \mathcal{N}(0, \Omega) \]  
(3.1b, 3.1c)

Here, \( y_t \) is the \( m \times 1 \) data vector, \( x_{t-1} \) stacks \( p \) lags of the data and deterministic terms, \( B \) contains the lag coefficient matrices of the equivalent VAR(p) model, as well as constants and trend terms, \( v_t \) is the vector of forecast errors, and \( z_t \) contains \( m_z \) narrative shock measures. \( \varepsilon_t \) are the structural shocks. \( u_t \) is measurement error in the narrative shocks.

The standard assumptions of instrument validity and relevance correspond to two assumptions on \( \Gamma \), the covariance between instruments and forecast errors:

**Assumption 1.** For some invertible square matrix \( G \), the covariance matrix \( \Gamma \) can be written as:

\[ \Gamma \equiv \text{Cov}[z_t, v_t] = \begin{bmatrix} G & 0 \end{bmatrix} A'. \]  
(3.2)

The assumption that \( G \) is invertible follows Mertens and Ravn (2013) and corresponds to the assumption that the instruments are relevant. The zero restriction is the standard exclusion restriction. It could be violated if the instruments load on shocks other than the ones intended, or if the VAR information set is insufficient. The VAR information set could be insufficient, for example, in the presence of news shocks, when the VAR only spans the shocks if the proxies are included in the VAR.

Stacking the equations in (3.1), the model can be written compactly as:

\[ \begin{bmatrix} y_t \\ z_t \end{bmatrix} | y_{t-1} \sim \mathcal{N} \left( \begin{bmatrix} \mu_y + B y_{t-1} \\ \mu_z \end{bmatrix}, V \right), \quad V \equiv \begin{bmatrix} AA' & \Gamma' \\ \Gamma & \tilde{\Omega} \end{bmatrix} \]  
(3.3)

where \( \tilde{\Omega} = \Omega + [G, 0][G, 0]' \) is the covariance matrix of the narrative instruments.

The components of the variance-covariance matrix \( V \) for the VAR stacked with the instruments embodies the restrictions that (partially) identify the shocks.

### 3.1.1 Identification given parameters

Stock and Watson (2012) and Mertens and Ravn (2013) have shown how to identify shocks in a VAR with external instruments. This section largely follows Mertens and Ravn (2013). It considers the case of as many instruments as shocks to be identified, with \( m_z \leq m \).

The following Lemma summarizes results from the literature. Its notation uses partitions of \( A \) and \( \Gamma \): \( A = [A[1], A[2]] = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, A[1] = [A_1', A_2']' \) with \( A_{11} \) being invertible and \( A_{21} \) is \((m - m_z) \times m_z \). Similarly, partition \( \Gamma = [\Gamma_1, \Gamma_2] \) with \( \Gamma_1 \) being \( m_z \times m_z \).

**Lemma 1.** *(Stock and Watson, 2012; Mertens and Ravn, 2013)* Under Assumption 1, the impact of shocks with narrative instruments is generally identified up to an \( m_z \times m_z \) scale matrix \( A_{11} \) whose outer product \( A_{11}A_{11}' \) is known given \( \Sigma \) and \( \kappa' = \Gamma_1^{-1}\Gamma_2 \), requiring an extra \( \frac{(m_z - 1)m_z}{2} \) identifying restrictions and the impulse vector is given by \( [I, \kappa'] A_{11} \). Proof: See Appendix A.1.
Thus, for \( m_z > 1 \), the extra data by itself only identifies a set of IRFs, although the statistical fit of the model is invariant to the particular choice of \( A_{11} \). To uniquely characterize impulse responses or historical shocks, however, I need further assumptions to partially identify specific responses. Before discussing identification, it is worth pointing out that identification is not affected by instruments that are missing at random conditional on time \( t - 1 \) information, as the following corollary shows.

**Corollary 1.** Assume that \( \tilde{z}_{jt} = z_{jt} \) with probability \( \phi_j \in (0, 1] \) and equal to its sample mean otherwise. Define \( \tilde{\Gamma} = \text{Cov}[\tilde{z}_{jt}, v_t] \) and \( \tilde{\kappa}' = \tilde{\Gamma}_1^{-1} \tilde{\Gamma}_2 \). Then \( \tilde{\kappa} = \kappa \) and identification is unaffected by \( \phi_j < 1 \).

**Proof:**

\[
\tilde{\Gamma} = \sum_{j=1}^{m_z} \phi_j \text{Cov}[z_{jt}, v_t] = \sum_{j=1}^{m_z} \phi_j G_{j,0} A' = [\text{diag}(\phi_j)]_{j=1}^{m_z} G, 0|A'.
\]

Then \( \tilde{\kappa}' = \tilde{\Gamma}_1^{-1} \tilde{\Gamma}_2 = (A_{11}')^{-1} G^{-1} \text{diag}(\phi_j)^{-1} \text{diag}(\phi_j)^{-1} G(A_{12}') = (A_{11}')^{-1}(A_{12}') = \Gamma_1^{-1} \Gamma_2 = \kappa \). Because \( A^{[1]} = [I_{m_z}, \kappa']A_{11} \) and \( A_{11}A_{11} ' \) depends on \( \Sigma \) and \( \kappa \) only, identification is unaffected.

Intuitively, the scale of the covariance between instruments and forecasts errors does not affect identification; only the relative effect of instruments on the various forecasts errors does.

To achieve point-identification of the instrument-identified shocks, a simple Cholesky-type assumption is appropriate when identifying a certain class of VAR or DSGE models: I show below that this choice is correct for policy instruments under commonly made assumptions. I therefore use this particular choice as my baseline. The previous working paper version (Drautzburg, 2016) also provides an alternative statistical factorization for comparison.

The baseline factorization is a triangular decomposition in a population two-stage least squares (2SLS) representation of the previous problem, following Mertens and Ravn (2013). This 2SLS procedure uses the instruments \( z_t \) to purge the forecast error variance to the first \( m_z \) variables in \( y_t \) from shocks other than \( \epsilon^{[1]}_t \), given \( \Gamma, \Sigma \). Mertens and Ravn (2013) call the resulting residual variance-covariance matrix \( S_1S_1' \) and propose either an upper or a lower triangular (Cholesky) decomposition of \( S_1S_1' \). Generalizing the motivating example (2.4), \( v_t \) can be rewritten as follows:

\[
\begin{bmatrix}
  v_{1,t} \\
  v_{2,t}
\end{bmatrix}
= \begin{bmatrix}
  0 & \eta \\
  \kappa & 0
\end{bmatrix}
\begin{bmatrix}
  v_{1,t} \\
  v_{2,t}
\end{bmatrix}
+ \begin{bmatrix}
  S_1 & 0 \\
  0 & S_2
\end{bmatrix}
\begin{bmatrix}
  \epsilon_{1,t} \\
  \epsilon_{2,t}
\end{bmatrix},
\]

(3.4)

where \( \eta = A_{12}A_{22}^{-1} \) and \( \kappa = A_{21}A_{11}^{-1} \) are functions of \( \Sigma, \Gamma \), given in Appendix A.2. Using that \( v_t = A\epsilon_t \) and simple substitution allows me to re-write this system as:

\[
\begin{bmatrix}
  A_{11} & A_{12} \\
  A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
  \epsilon_{1,t} \\
  \epsilon_{2,t}
\end{bmatrix}
= \begin{bmatrix}
  v_{1,t} \\
  v_{2,t}
\end{bmatrix}
= \begin{bmatrix}
  (I - \eta \kappa)^{-1} \\
  (I - \kappa \eta)^{-1} \kappa
\end{bmatrix}
S_1 \epsilon_{1,t} + \begin{bmatrix}
  (I - \eta \kappa)^{-1} \eta \\
  (I - \kappa \eta)^{-1}
\end{bmatrix}
S_2 \epsilon_{2,t},
\]

This shows how identifying \( S_1 \) identifies \( A^{[1]} \) up to a triangular factorization as:

\[
A^{[1]} = \begin{bmatrix}
  A_{11} \\
  A_{21}
\end{bmatrix}
= \begin{bmatrix}
  (I - \eta \kappa)^{-1} \\
  (I - \kappa \eta)^{-1} \kappa
\end{bmatrix}
\text{chol}(S_1 S_1').
\]

(3.5)
3.1.2 Identification of policy rules using instruments

When identifying shocks to a certain class of policy rules, the lower Cholesky decomposition of \( S_1S'_1 \) identifies the true impact matrix \( A^{[1]} \). Generally, this is only true up to an orthonormal rotation. But even if one can show that two particular factorizations do not affect the results substantially, this does not generally mean that the results are robust to different identifying assumptions (cf. Watson, 1994, fn. 42). It is thus reassuring that, for what I call “observable Taylor-type rules” policy rules, a much sharper result holds since the narrative VAR correctly recovers \( A^{[1]} \).

**Definition 1.** An observable Taylor-type rule in economy (2.2) for variable \( y_{p,t} \) is of the form:

\[
y_{p,t} = \sum_{i=m_p+1}^{m} \eta_{p,i}y_{i,t} + \lambda_p x_{t-1} + \sigma_p \epsilon_{p,t},
\]

where \( \epsilon_{p,t} \subset \epsilon_t \) is iid and \( y_{i,t} \subset y_t, i = 1, \ldots, n_p \).

While the policy rules are part of a structural model, whether they are observable depends on the VAR specification. For example, the canonical Taylor rule for monetary policy based on current inflation and an output measure is a useful clarifying example. It is an observable rule according to Definition 1 only if the output measure is included in the VAR-observables. An output gap constructed relative to a measure of output outside the VAR, such as a flexible price output, generally violates the assumption because monetary policy then also reflects other policy shocks contemporaneously. In the Blanchard and Perotti (2002) example (2.4), the policy rules are observable when \( \gamma_{rg} = \gamma_{gr} = 0 \). Policy rules with expectation measures would be observable, if the correct expectation measures are included. For example, if the monetary policy rule is correctly specified with Greenbook expectation measures, as estimated in Coibion and Gorodnichenko (2012), then my approach accommodates this rule if Greenbook expectations are included in the VAR.

The identification problem simplifies if all shocks spanned by the instruments affect observable policy rules – or all but one shock affect observable policy rules. Formally, the following proposition shows that in a model with observable policy rules, \( S_1 \) has a special structure that allows me to identify it uniquely using \( \Gamma, \Sigma \), up to a normalization. Equivalently, when the VAR approximates the dynamics of the underlying DSGE model well, a notion Appendix A.4 makes precise, and Assumption 1 holds in the structural model, then the narrative VAR recovers the actual policy rules based on the procedure in (3.5). Trivially, when there is a single policy rule to be identified, as in Del Negro and Schorfheide (2009), the proposition also applies.

**Proposition 1.** Let \( \Sigma = AA' \) and order the policy variables such that the \( m_p = m_z \) or \( m_p = m_z - 1 \) observable Taylor rules are ordered first and \( \Gamma = [G, 0]A \). Then \( A^{[1]} \) defined in (3.5) satisfies \( A^{[1]} = A[I_{m_z}, 0_{(m-m_z) \times (m-m_z)}]' \) up to a normalization of signs on the diagonal if

(a) \( m_z \) instruments jointly identify shocks to \( m_p = m_z \) observable Taylor rules w.r.t. the economy (2.2), or

(b) \( m_z \) instruments jointly identify shocks to \( m_p = m_z - 1 \) observable Taylor rules w.r.t. the economy (2.2) and \( \eta_{p,m_z} = 0, p = 1, \ldots, m_p \).
While the proof proceeds by Gauss-Jordan elimination, the intuition in case (a) can be understood using partitioned regression logic: $S_1 S'_1$ is the residual variance of the first $m_p$ forecast errors after accounting for the forecast error variance due to the last $m - m_p$ observed variables. Including the non-policy variables that enter the Taylor rule directly among the observables controls perfectly for the systematic part of the policy rules and leaves only the covariance matrix induced by policy shocks. With observable Taylor rules, this covariance matrix is diagonal. The VAR shocks can then be written as in (3.4) with a diagonal $S_1$ matrix. If the last shock does not follow an observable Taylor rule, $S_1$ is still lower-triangular. In either case, the Cholesky factorization in (3.5) works.

Formally, the Cholesky factorization of $S_1 S'_1$ proposed by Mertens and Ravn (2013) imposes the $m_z (m_z - 1)/2$ zero restrictions needed for exact identification. The structure imposed by having observable Taylor rules rationalizes these restrictions in a class of models. In fact, the mechanics of the proof would carry through if the block of policy rules had a Cholesky structure, confirming that what is needed for identification via instrumental variables in the model is precisely the existence of $m_z (m_z - 1)/2$ restrictions.\(^3\) More generally, identification requires restrictions on the contemporaneous interaction between policy instruments that need not have the form of observable Taylor rules.

### 3.1.3 Posterior uncertainty

Now, I consider the case when the priors and posteriors over $\Gamma$ and other parameters are nondegenerate.\(^4\) I allow for the following conjugate form of reduced-form priors: $\beta \sim N(\bar{\beta}_0, N_0)$ and $V^{-1} \sim W((\nu_0 S_0)^{-1}, \nu_0)$. Unlike the common Normal-Wishart prior (Uhlig, 1994, e.g.), the priors over $\beta$ and $V^{-1}$ here are independent, for reasons I discuss below.

The proxy VAR in equation (3.1) is, formally, a seemingly unrelated regression (SUR). Inference is, therefore, that of a standard SUR model (e.g. Rossi et al., 2005, ch. 3.5). In the special case in which the control variables for $z_t$ coincide with the variables used in the VAR, the SUR model collapses to a standard hierarchical Normal-Wishart posterior.

To derive the posterior, first stack the vectorized model (3.3):

$$y_{SUR} = X_{SUR} \beta_{SUR} + v_{SUR}, \quad v_{SUR} \sim N(0, V \otimes I_T),$$

where $y_{SUR} = [y'_T, \ldots, y'_1, z'_T, \ldots, z'_1]'$ and $v_{SUR}$ is defined analogously. In addition, I use the following definitions:

$$V = \begin{bmatrix} AA' & \Gamma' \\ \Gamma & \tilde{\Omega} \end{bmatrix}, \quad \beta_{SUR} = \begin{bmatrix} \text{vec}(B) \\ \text{vec}(\mu_z) \end{bmatrix}.$$
\[
X_{\text{SUR}} = \begin{bmatrix}
I_{m_y} \otimes X_y & 0_{T(m_y p+1) \times Tm_z} \\
0_{Tm_z \times Tm_y} & I_{m_z} \otimes X_z
\end{bmatrix}
\quad \quad X_y = \begin{bmatrix} Y_{-1} & \ldots & Y_{-p} & 1_T \end{bmatrix}, \quad X_z = \begin{bmatrix} 1_T \end{bmatrix}.
\]

Using these definitions to transform the model makes the errors independently normally distributed. The transformation takes advantage of the block-diagonal structure of the covariance matrix: \(\tilde{\nu} = \tilde{Y} - \tilde{X} \beta \sim \mathcal{N}(0, I)\). Standard conditional Normal-Wishart posterior distributions arise from the transformed model. For the transformation, it is convenient to define \(U\) as the Cholesky decomposition of \(V\) such that \(U'U = V\):

\[
\hat{X} = ((U^{-1})' \otimes I_T)
\begin{bmatrix}
I_{m_y} \otimes X_y & 0_{T(m_y p+1) \times Tm_z} \\
0_{Tm_z \times Tm_y} & I_{m_z} \otimes X_z
\end{bmatrix}
\quad \quad \hat{Y} = ((U^{-1})' \otimes I_T)Y_{\text{SUR}}
\]

\[
N_{XX}(V) = \tilde{X}'\tilde{X}
\quad \quad N_{XY}(V) = \tilde{X}'\tilde{Y}
\quad \quad S_T(\beta) = \frac{1}{\nu_0 + T} \left[ \begin{bmatrix} (Y - XB)' \\ (Z - 1_T \mu_z') \end{bmatrix} \begin{bmatrix} (Y - XB) & (Z - 1_T \mu_z') \end{bmatrix} + \frac{\nu_0}{\nu_0 + T} S_0. \right]
\]

With these definitions, the following Lemma holds (Rossi et al. (2005), ch 3.5, or Appendix A.3):

**Lemma 2.** The conditional likelihoods are, respectively, conditionally conjugate with Normal and Wishart priors. Given independent priors \(\beta \sim \mathcal{N}(\bar{\beta}_0, N_0)\) and \(V^{-1} \sim \mathcal{W}(\nu_0 S_0)^{-1}, \nu_0\) and defining \(\bar{\beta}_T(V) = (N_{XX}(V) + N_0)^{-1}(N_{XY}(V) + N_0 \bar{\beta}_0)\), the conditional posterior distributions are given by:

\[
\beta|\nu, y^T \sim \mathcal{N}(\beta_T(V), (N_{XX}(V) + N_0)^{-1}), \quad (3.7a)
\]

\[
V^{-1}|\beta, y^T \sim \mathcal{W}(S_T(\beta)^{-1}/(\nu_0 + T), \nu_0 + T). \quad (3.7b)
\]

In general, no closed form posterior is available. The exception occurs when SUR collapses to ordinary least squares (OLS): If \(X_z = X_y\), then \(\tilde{X} = I_{m_c + m_z} \otimes X_y\) and \(N_{XX} = (V^{-1} \otimes X_y'X_y)\) and analogously for \(N_{XY}\). In this special case, closed forms are available for the marginal distribution of \(V\), allowing me to draw directly from the posterior. Generally, however, the block closed form structure gives rise to a natural Gibbs sampler as in the following algorithm:

**Algorithm 1** SUR-VAR

1. Initialize \(V^{(0)} = S_T(\bar{\beta}_T)\).
2. Repeat for \(i = 1, \ldots, n_G\):
   - (a) Draw \(\beta^{(i)}|V^{(i-1)}\) from (3.7a).
   - (b) Draw \(V^{(i)}|\beta^{(i)}\) from (3.7b).

### 3.1.4 Instruments with missing values

While Corollary 1 shows that missing instruments do not affect shock identification, a point-mass of instruments at their sample mean will typically affect the model fit. Missing data on instruments is common in macro time series: High frequency identification of monetary policy shocks using fed funds
futures data (e.g., Kuttner, 2001) is restricted to the introduction of this financial instrument in the early 1990s. Mertens and Ravn (2013) include only 13 non-missing instruments for the U.S. personal income tax rate since 1947. The Bayesian approach provides a natural way to avoid dealing with mass points. It only requires joint normality of the instruments and structural shocks when the shock is actually observed. For the other periods, I impute the missing data under the same distributional assumption.

Let $\iota_{V,t}$ denote the index of the rows of the covariance matrix $V$ corresponding to the missing instruments in period $t$. Let $\iota_{cV,t}$ denote the complementary index. Finally, let $\iota_{z,t}$ index the rows of the missing instruments in the $m_z$ row vector $z_t$ with complement $\iota_{cZ,t}$. Joint normality then implies that the missing instruments have the following distribution:

$$\hat{z}_{\iota_{z,t},t} \sim N\left(\mu_{\iota_{z,t},z} + y_t - Bx_{t-1} - \mu_y, V_{\iota_{cZ,t},t}^{-1}\right),$$

where $\beta(t_{z,t}) = (V_{\iota_{cZ,t},t}^{-1}) V_{\iota_{cZ,t},t} \beta(t_{Z,t})$ is the population OLS regression coefficient of the missing data on the observed data. The Gibbs sampler easily accommodates this imputation, leading to Algorithm 2.

### Algorithm 2 SUR-VAR with missing values

1. Initialize $V^{(0)} = S_T(\hat{\beta}_T)$ and $z_{i_{z,t},t}^{(0)} = 0_{\text{dim}(i_{z,t}) \times 1}$ for all $t$.

2. Repeat for $i = 1, \ldots, n_G$:
   
   (a) Draw $\beta^{(i)}|V^{(i-1)}, \{\hat{z}_{i_{Z,t},t}^{(i-1)}\}_{t=1}^{T}$ from (3.7a).
   
   (b) Draw $V^{(i)}|\beta^{(i)}, \{\hat{z}_{i_{Z,t},t}^{(i-1)}\}_{t=1}^{T}$ from (3.7b) replacing $z_{i_{z,t},t} = \hat{z}_{i_{z,t},t}^{(i-1)}$ for all $t$.
   
   (c) Draw $\{\hat{z}_{i_{Z,t},t}^{(i)}\}_{t=1}^{T}|\beta^{(i)}, V^{(i)}$ from (3.8).

### 3.2 Narrative DSGE-SVAR

Building on the results on identification and estimation in the narrative SVAR, I show how to use the DSGE model to elicit a prior using dummy variables and how to measure model misspecification, building on Del Negro and Schorfheide (2004). Throughout, I assume that the VAR is sufficiently informative so that $\varepsilon_t^* = \varepsilon_t$ in a VAR($\infty$). The VAR is sufficiently informative under the ABCD condition in Fernandez-Villaverde et al. (2007). My estimation only considers parameters that guarantee this condition. I also verify numerically that this condition holds approximately with a finite lag order.

#### 3.2.1 Prior elicitation

A natural way to elicit a prior over the parameters of the VAR, tracing back to Theil and Goldberger (1961), is through dummy observations. Del Negro and Schorfheide (2004) use this approach to elicit
a prior for the VAR based on a prior over structural parameters of a DSGE model. Here I adapt their approach for use within the SUR framework. The likelihood function of the SUR model is not conjugate with a closed-form joint prior over \((\beta, \mathbf{V}^{-1})\), unless the right-hand-side variables in the instrument equations are the same as those in the VAR equations itself. Consequently, the DSGE model implied prior also fails to generate unconditionally conjugate posteriors. I thus consider independent priors for the dynamics and the covariance matrix. In this approach the prior is available in closed form, but the conditional prior variance of \(\beta\) is necessarily independent of \(\mathbf{V}^{-1}\), unlike in the standard DSGE-VAR model. Even in the more general SUR case, however, using dummy variables still generates conditional posteriors in closed-form and conditional priors with the same intuitive interpretation as in Del Negro and Schorfheide (2004).

To implement the prior, I follow Del Negro and Schorfheide (2004): I generate the prior for \(\mathbf{B}, \mathbf{V}^{-1}\) by integrating out the disturbances to avoid unnecessary sampling error. The prior for the VAR coefficients is centered at the coefficients of a population regression of the VAR parameters in data simulated from the DSGE model. The prior for the variance covariance matrix is centered on the population covariance of the DSGE model forecast errors for the VAR variables and builds in the identifying assumptions on the narrative instruments. \(\mathbf{V}_0(\theta)\) satisfies Assumption 1 with \(\mathbf{G} = \text{diag}([c_1, \ldots, c_{m_z}])\). I assume measurement error that is independent across instruments. The variance of the measurement error is parametrized to be \(\omega_i^2\) times the univariate shock variance. Together, \(c_i\) and \(\omega_i\) map into a signal-to-noise ratio for each proxy variable. Formally, the prior is centered at:

\[
\begin{align*}
\bar{\mathbf{B}}_0^y(\theta) &= \mathbb{E}^{\text{DSGE}}[\mathbf{X}_0 \mathbf{X}_0' | \theta]^{-1} \mathbb{E}^{\text{DSGE}}[\mathbf{X}_0 \mathbf{Y}_0' | \theta] \iff \beta_0^y(\theta) = \text{vec}(\bar{\mathbf{B}}_0^y(\theta)) \quad (3.9a) \\
\bar{\mathbf{V}}_0(\theta) &= \begin{bmatrix} \mathbf{A}(\theta)^* (\mathbf{A}(\theta)^*)' & (\mathbf{A}(\theta)^*)\text{[diag([c_1, \ldots, c_{m_z}]), 0]}' \\
[\text{diag([c_1, \ldots, c_{m_z}]), 0]}(\mathbf{A}(\theta)^*)' & \text{diag}([\omega_i^2 + c_i^2]\mathbf{A}_1(\theta)^* (\mathbf{A}_1(\theta)^*)'|_{i|}^m_{z=1}) \end{bmatrix}, \quad (3.9b)
\end{align*}
\]

where \(\mathbb{E}^{\text{DSGE}}[\cdot | \theta]\) denotes the unconditional expectation based on the linear DSGE model (2.2) when the coefficient matrices are generated by the structural parameters \(\theta\). Here, \(\mathbf{A}_1(\theta)^* \equiv [I_{m_z}, 0] \mathbf{A}(\theta)^*\). The specific assumptions on \(\bar{\mathbf{V}}_0(\theta)\) can be relaxed. However, note that the specific form of \(\mathbf{G}\) does not matter for shock identification, as long as it is invertible. This is similar to the logic of Corollary 1. But the assumptions on \(\mathbf{G}\) may affect the model and I report a robustness check with an alternative parametrization.

The prior incorporates the Normal likelihood over the dummy observations and Jeffrey’s prior over \(\mathbf{V}^{-1}\) along with scale factors chosen to make the prior information equivalent to \(T_0^B\) observations about \(\mathbf{B}\) and \(T_0^V\) observations on \(\mathbf{V}^{-1}\). Per Lemma 2, the corresponding marginal priors are:

\[
\begin{align*}
\beta | \mathbf{V}^{-1}, \theta &\sim \mathcal{N}(\beta_0(\theta), (T_0^B \times \bar{\mathbf{X}}_0' (\mathbf{V}^{-1} \otimes \mathbf{I}) \bar{\mathbf{X}}_0)^{-1}), \\
\bar{\mathbf{X}}_0 &= \text{diag}([\mathbf{X}_0^y, \ldots, \mathbf{X}_0^y, \mathbf{X}_0^x, \ldots, \mathbf{X}_0^x]), \\
\mathbf{V}^{-1} | \beta, \theta &\sim \mathcal{W}_{m+m_z} (\text{SSR}_0(\beta, \theta)^{-1}, T_0^V) \\
\text{SSR}_0(\beta, \theta) &= T_0^V \times \bar{\mathbf{V}}_0(\theta) + T_0^B (\mathbf{[Y}_0(\theta), \mathbf{Z}_0(\theta)] - \mathbf{X}_0 \mathbf{B}(\beta)) (\mathbf{[Y}_0(\theta), \mathbf{Z}_0(\theta)] - \mathbf{X}_0 \mathbf{B}(\beta))^\prime.
\end{align*}
\]

Appendix A.3 provides details on the prior densities and the corresponding dummy variables.
Estimating the DSGE-VAR requires estimating $\theta$ and thus an an extra step. For given $\theta$, Lemma 2 characterizes the posterior for $B, V^{-1} \mid \theta$, as before. To estimate $\theta$, I add a Metropolis-within-Gibbs step to the previous Gibbs sampler 2 to simulate from $\theta \mid \beta, V^{-1}$: See Algorithm 3, which also accommodates missing values for the instruments. The resulting distribution of the structural parameters of the DSGE model – a byproduct of the DSGE-VAR estimation – may be of interest in itself.

When the distribution of both $B$ and $V^{-1}$ is non-degenerate, the conditional posterior for $\theta$ simplifies, as in Geweke (2005, p. 77):

$$
\pi(\theta \mid B, V^{-1}, Y, Z) = \frac{f(Y, Z \mid B, V^{-1})\pi(B, V^{-1} \mid \theta)p(\theta)}{\int f(Y, Z \mid B, V^{-1})\pi(B, V^{-1} \mid \theta)p(\theta)d\theta} = \frac{p(B, V^{-1} \mid \theta)p(\theta)}{\int p(B, V^{-1} \mid \theta)p(\theta)d\theta}
$$

$$
\propto \pi(B, V^{-1} \mid \theta)p(\theta).$$

(3.10)

**Algorithm 3** DSGE-VAR with missing data

(1) Initialize VAR parameters: Set $B_{(0)}, V_{(0)}^{-1}$ to OLS estimates.

(2) Initialize structural parameters: $\theta_0 = \int_\Theta \theta p(\theta)d\theta$.

(3) Initialize missing instruments: $Z_{i, t}^{(0)} = 0_{\text{dim}(i, z, t) \times 1}$ for all $t$.

(4) Metropolis-Hastings within Gibb:

(a) Draw a candidate $\theta_c$ from $\theta_c \sim F_{\theta}(|\theta_{d-1})$. Assign unstable draws or draws violating the ABCD condition (Fernandez-Villaverde et al., 2007) zero density.

(b) With probability $\alpha_{d-1,i}(\theta_c)$, set $\theta_{(d)} = \theta_c$, otherwise, set $\theta_{(d)} = \theta_{(d-1)}$.

$$
\alpha_{d-1,i}(\theta_c) = \min \left\{ 1, \frac{\pi(B_{(d-1)}, V_{(d-1)}^{-1} \mid \theta_c)p(\theta_c)}{\pi(B_{(d-1)}, V_{(d-1)}^{-1} \mid \theta_{(d-1)})p(\theta_{(d-1)})} \right\}.
$$

(3.11)

(c) Draw $B_{(d)} \mid \theta_{(d)}, V_{(d-1)}^{-1}, \{\hat{Z}_{i, z, t}^{(d-1)}\}_{t=1}^T$ according to (3.7a) and including dummy observations.

(d) Draw $V_{(d)}^{-1} \mid B_{(d)}, \theta_{(d)}, \{\hat{Z}_{i, z, t}^{(d-1)}\}_{t=1}^T$ according to (3.7b) and including dummy observations.

(e) Draw $\{Z_i^{(d)}\}_{i=1}^T \mid B_{(d)}, \theta_{(d)}, V_{(d)}^{-1}$ according to (3.8).

(f) If $d < D$, increase $d$ by one and go back to (a), or else exit.

However, in the limit of $T_0^B \to \infty$, the prior for vec($B$) is a point-mass at $\hat{\beta}_0(\theta)$, and $V = \hat{V}_0(\theta)$ when $T_0^V \to \infty$. $f(Y, Z \mid B, V^{-1})$ then becomes a function of $\theta$ and the posterior for $\theta$ becomes:

$$
\pi(\theta \mid B, V^{-1}, Y, Z) = \frac{f(Y, Z \mid B(\theta), V(\theta)^{-1})p(\theta)}{\int f(Y, Z \mid B(\theta), V(\theta)^{-1})p(\theta)d\theta} \propto f(Y, Z \mid B(\theta), V(\theta)^{-1})p(\theta),
$$

(3.12)

that is, the posterior is proportional to the VAR approximation to the DSGE likelihood function for
the data times the prior. If only \( T_0^B \to \infty \), then an intermediate case arises:

\[
\pi(\theta | B, V^{-1}, Y, Z) = \frac{f(Y, Z | B(\theta), V^{-1}) \pi(V^{-1} | \theta) \pi(\theta)}{\int f(Y, Z | B(\theta), V^{-1}) \pi(V^{-1} | \theta) \pi(\theta) d\theta} \propto f(Y, Z | B(\theta), V^{-1}) \pi(V^{-1} | \theta) \pi(\theta) \tag{3.13}
\]

In these limiting cases, the kernel from (3.12) or (3.13) take the place of the kernel from (3.10) in Algorithm 3.

### 3.2.2 Marginal likelihood

The joint distribution of the data \([Y, Z]\), the missing instruments \(\tilde{Z} \equiv \{\tilde{z}_{\omega,t}\}_t\), the VAR parameters \(\beta, V^{-1}\), and the DSGE model parameters \(\theta\) is given by

\[
p(Y, Z, \tilde{Z}, \beta, V^{-1}, \theta) = p(Y, Z, \tilde{Z} | \beta, V^{-1}) p(\beta, V^{-1} | \theta) p(\theta),
\]

where equation (A.12) in Appendix (A.5) spells out the individual components.

Integrating out the missing observations, the VAR parameters, and the DSGE parameters gives the marginal likelihood:

\[
p(Y, Z) = \int \int \int \int p(Y, Z, \tilde{Z}, \beta, V^{-1}, \theta) d\beta dV^{-1} d\tilde{Z} d\theta
\tag{3.14}
\]

Because the prior is a function of \(T_0^V, T_0^B\), the marginal likelihood is, implicitly, indexed by these prior hyperparameters. I now discuss how to interpret the marginal likelihood as a function of the prior DSGE model weights. Next, I summarize the computation of the marginal likelihood.

**Interpretation.** Del Negro and Schorfheide (2004) introduce the prior DSGE model weight with the highest marginal likelihood as a diagnostic of misspecification: If the DSGE prior generates observations with properties like the data, these are informative and improve the model fit by reducing the prior probability of the ill-fitting parameters. Del Negro et al. (2007) show in an AR(1) case with known variance that when DSGE model and sample moments differ, there can be an interior optimum for the prior weight. This trades off shrinkage with bias. In other cases, they find that the best fitting prior weight can diverge, so that a high weight on the pure DSGE model or the (almost) flat prior VAR can emerge as optimal. Thus, the analysis of the prior weight that maximizes the marginal likelihood is meaningful and has a clear interpretation.

My model differs from Del Negro et al. (2007) in two dimensions: First, because of the extra information via instruments, my prior is not conjugate. Second, I allow for the weight on the covariance matrix and the dynamics to differ. I therefore characterize the behavior of the marginal likelihood in terms of the prior weight in the case of my model in Appendix A.6. For the case of known model dynamics, I characterize the marginal likelihood analytically and prove a lemma characterizing the slope of the marginal likelihood in the scalar case. The analytical results imply that the marginal likelihood is strictly increasing in \(T_0^V\) when the prior variance fits well enough – and vice versa, when the DSGE model fits the sample variance (sufficiently) poorly. The appendix verifies the same in a
a numerical example for the empirically relevant matrix case. Together, the analytical and numerical results show that when the DSGE model prior fits the sample moments well, the marginal likelihood is strictly increasing in the number of dummy observations.

**Computation** I combine the methods of Chib (1995) and Geweke (1999) to compute the likelihood: Specifically, I compute the marginal likelihood conditional on a specific \( \theta_d \) – the three inner integrals in (3.14) – using the method of Chib (1995) for models with fully conditional posteriors. Combined with the prior, this conditional marginal likelihood gives the kernel of the \( \theta \) posterior that I use in the Geweke (1999) algorithm. While relatively few draws – 2,000 draws after 1,000 burn-in draws – are accurate to \( \pm 0.1 \) log points given \( \theta_d \), the repeated approximation takes time. Since the posterior draws \( \{ \theta_d \}_d \) are autocorrelated, I subsample every \( j \)th draw to yield a more efficient sample of 1,000 posterior draws that economizes on computing time. See Appendix A.7 for details.

4 Empirical specification

4.1 Data and sample period

The estimation uses seven macroeconomic indicators: Government spending, the average labor tax rate, and the effective Federal Funds Rate (FFR) are the fiscal and monetary policy instruments. The other variables are real GDP, real investment (including consumer durables), the debt-to-GDP ratio, and GDP inflation. GDP and its components are in per capita terms. All fiscal variables aggregate the federal government with state and local governments.

To include periods of significant variation in fiscal policy, the sample starts in 1947:Q1. This period includes Korean War expenditures as well as episodes of declining and rising debt-to-GDP ratios. Bohn (1991) argues that long samples are important to capture slow moving debt dynamics. I stop the estimation in 2007:Q4, before the zero lower bound became binding. Following Ramey (2011), I allow for a quadratic trend. Francis and Ramey (2009) show that a quadratic trend can capture unmodeled factors such as demographics.\(^5\)

I use newly digitized Greenbook data as a proxy for defense spending and to compute an updated series on monetary policy shocks. Specifically, I follow Ramey (2011) and use one-quarter ahead defense spending forecast errors as a proxy for exogenous government purchases. Ramey (2011) uses the forecast errors from the Survey of Professional Forecasters (SPF), but the SPF only covers defense until 1982. In contrast, Greenbooks report defense spending forecasts continuously since 1969.\(^6\)

In an extension, I also use the newly digitized Greenbook data to control for fiscal foresight. Specifically, I use Greenbook forecasts on federal government purchases and revenue four quarters out as observables in the VAR to control for the possibility of news shocks. One can show that including such forecasts makes an otherwise non-fundamental VAR fundamental in a version of the work-horse New-Keynesian model with news shocks. Empirically, the announcements and implementation dates in

---

5I detrend prior to estimation to match the detrended data with my stationary DSGE model.

6Restricted to the same sample period at the SPF forecast errors, the posterior uncertainty is larger with the Greenbook forecasts. This is intuitive because forecast averaging typically improves forecasts. In the full sample, the extra data availability serves to reduce the uncertainty.
Yang (2007) suggest that U.S. tax reforms are typically implemented within a year. Thus, expectations of policy four quarters ahead should capture fiscal foresight.

The other shock proxies are from the literature and cover taxes and monetary policy. The tax instruments are constructed by Mertens and Ravn (2013) building on Romer and Romer (2010). Romer and Romer (2010) proceed in two steps. They first identify legislated tax changes. Each of these tax changes is associated with a predicted change in tax liabilities, which is used to quantify the size of the tax change. In a second step, Romer and Romer (2010) consult documents issued by the legislative and the executive branches to classify the tax changes as endogenous or as exogenous. Exogenous changes are not motivated by the current state of the business cycle, but rather by long-run growth objectives or inherited deficit concerns. Mertens and Ravn (2013) additionally consult legislative and executive documents to parse out tax rate changes anticipated by more than 90 days and to divide the tax changes into those affecting personal income and corporate income.7

The measure of monetary policy shocks is constructed using a mix of the approach for the two fiscal shock proxies. Romer and Romer (2004) first extract the desired change in the Federal Funds Rate target from documents, and then project it on the previous interest rate level, and staff nowcasts and forecasts of the unemployment rate, output growth, and the inflation rate. The residual is the monetary policy shock. To the extent that monetary policy only considers current and future inflation and economic activity, the residual is the monetary policy shock. I update the Romer and Romer (2004) series of monetary policy shocks beyond 1996. Appendix B.1 describes construction of the macroeconomic data and the proxy variables.

4.2 DSGE model specification

In this section, I outline the empirical specification of the generic DSGE model in (2.2). The model is based on the standard medium-scale New Keynesian model as exemplified by Christiano et al. (2005) and follows closely Smets and Wouters (2007). There is monopolistic competition in intermediate goods markets and the labor market with Calvo frictions in price and wage adjustment, partial price and wage indexation, and real frictions such as investment adjustment cost and habit formation. I add labor, capital, and consumption taxes as in Drautzburg and Uhlig (2015) and fiscal rules as in Leeper et al. (2010) and Fernandez-Villaverde et al. (2015). Here, I only discuss the specification of fiscal and monetary policy. The remaining model equations are detailed in Appendix A.8.

The monetary authority sets interest rates according to the following standard Taylor rule:

\[ \hat{r}_t = \rho_r \hat{r}_{t-1} + (1 - \rho_r) \left( \eta_{r,\pi} \hat{\pi}_t + \eta_{r,y} \hat{y}_t \right) + \xi^r_t, \]  

(4.1)

where \( \rho_r \) controls the degree of interest rate smoothing and \( \eta_{r,x} \) denotes the reaction of the interest rate to deviations of variable \( x \) from its trend. As a robustness-check, I have also estimated the model with a Taylor rule that includes the the level and the change of the output gap (i.e., the deviation of output from output in a frictionless world). \( \xi^r_t \) follows an AR(1) process.

---

7I do not model shocks to corporate income taxes. Since personal and corporate income shock proxies are correlated, this may bias my results. However, dropping the tax shock altogether in a variant of my model with news shocks produces results similar to my baseline estimates.
The fiscal rules allow for both stabilization of output and the debt burden as well as smoothing of the different fiscal instruments:

\[ \hat{g}_t = \rho g \hat{g}_{t-1} + (1 - \rho_g) \left( -\eta_{g,y} \hat{y}_t - \eta_{g,b} \bar{b} \hat{b}_t \right) + \xi^g_t \quad (4.2a) \]

\[ \hat{s}_t = \rho s \hat{s}_{t-1} + (1 - \rho_s) \left( -\eta_{s,y} \hat{y}_t - \eta_{s,b} \bar{b} \hat{b}_t \right) + \xi^s_t \quad (4.2b) \]

\[ \bar{w} \bar{n} d\tau_t^n = \rho_{\tau} \bar{w} \bar{n} d\tau_{t-1}^n + (1 - \rho_{\tau}) \left( \eta_{\tau,y} \hat{y}_t + \eta_{\tau,b} \bar{b} \hat{b}_t \right) + \xi_{\tau,n}^t \quad (4.2c) \]

The disturbances \( \xi^\circ_t \) follow exogenous AR(1) processes: \( \xi^\circ_t = \rho^\circ \xi^\circ_{t-1} + \epsilon^\circ_t \). The sign of the coefficients in the expenditure components \( g_t \) and \( s_t \) is flipped so that positive estimates always imply consolidation in good times (\( \eta_{g,y} > 0 \)) or when debt is high (\( \eta_{g,b} > 0 \)).

Following Christiano et al. (2011a), I include a cost channel of monetary policy: Firms have to borrow at the nominal interest rate to pay the wage bill at the beginning of the period. This allows monetary policy to cause inflation in the short run.

The debate about variable selection in singular DSGE models is still ongoing; see Guerron-Quintana (2010), Canova et al. (2013) and the comment by Iskrev (2014). When fitting the model to the data, I consider as many structural shocks as observables in the observation equation of the DSGE model (2.2a) and the VAR (2.1a). Including the policy variables naturally suggests to include the corresponding policy shocks. Additionally, I include a total factor productivity (TFP) and investment specific technology shock to explain GDP and investment, a price markup shock to contribute to inflation, and a shock to lump-sum transfers to add variation to the debt-to-GDP ratio.

In the robustness check that allows for fiscal foresight, I model fiscal policy as the sum of a contemporaneous and an anticipated component. The contemporaneous component is given by (4.2) as before. Analogous rules determine the anticipated component two quarters out in terms of current observables. In addition, I allow for a productivity news shock, also revealed two quarters in advance.

Back out the DSGE model implied historical shocks generally requires Kalman smoothing. Here, I exploit that under the invertibility Assumption 2, Lemma 4 implies that the data eventually fully reveal the hidden state variables of the DSGE model. The contemporaneous state uncertainty matrix is then zero. I initialize the Kalman filter with this matrix so that the Kalman smoother coincides with the Kalman filter. Given parameters, I use Dynare (Adjemian et al., 2011) to solve the model.

To limit the dimensionality of the estimation problem, I calibrate a number of structural parameters and focus on the estimation of policy rules and shock processes (Table 1). These parameters largely correspond to the prior mean in Smets and Wouters (2007). Average tax rates are calibrated as in Drautzburg and Uhlig (2015).

Priors for policy rules and shock processes are standard: I follow Smets and Wouters (2007) for common parameters and choose similar priors for new parameters of the fiscal rules. To parametrize

---

8Leeper et al. (2010) use no lag in debt and GDP, while Fernandez-Villaverde et al. (2015) use a one quarter lag.
9Not only the fiscal policy shocks but all shocks in my specification follow univariate AR(1) processes, unlike Smets and Wouters (2007) who allow some shocks to follow ARMA(1,1) processes. Ruling out MA(1) components helps to guarantee that a VAR can approximate the DSGE model dynamics as discussed by Fernandez-Villaverde et al. (2007).
Table 1: Calibrated parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticity of substitution (inverse) $\sigma$</td>
<td>1.500</td>
</tr>
<tr>
<td>Discount rate (quarterly)</td>
<td>0.5%</td>
</tr>
<tr>
<td>Capital share $\alpha$</td>
<td>0.300</td>
</tr>
<tr>
<td>Depreciation rate $\delta$</td>
<td>0.020</td>
</tr>
<tr>
<td>Net TFP growth (quarterly)</td>
<td>0.4%</td>
</tr>
<tr>
<td>Steady state gross wage markup</td>
<td>1.150</td>
</tr>
<tr>
<td>Kimball parameters</td>
<td>10.000</td>
</tr>
<tr>
<td>Steady state government spending</td>
<td>0.200</td>
</tr>
<tr>
<td>Steady state consumption tax rate</td>
<td>0.073</td>
</tr>
<tr>
<td>Steady state capital tax rate</td>
<td>0.293</td>
</tr>
<tr>
<td>Steady state labor tax rate</td>
<td>0.165</td>
</tr>
</tbody>
</table>

the observation equations for the instruments, I assume that both the matrix of loadings $G$ and the covariance matrix of measurement errors are diagonal, as in (3.9b). My prior for the loadings $c_i$ is that they are centered around unity, given the appropriate scaling of the narrative variables. Both the loadings and the relative standard errors of the measurement error have inverse gamma priors, so that the instruments are relevant for all parameter draws. The prior for the relative standard deviation is a relatively tight prior with a mean of 1.0 and a standard deviation of 0.5. This prior is intended to make the instruments informative to allow them to influence other parameter estimates: Overall the prior mean implies a signal-to-noise ratio of two in terms of standard deviations. Table C.1 in Appendix C lists all estimated parameters alongside their prior distributions.

4.3 DSGE-SVAR model specification

I use a VAR with $p = 4$ lags throughout this paper. The baseline model has seven variables and all three narrative instruments listed earlier. In the model with news shocks, I add expectations of government spending and overall output four quarters ahead as observables, along with shocks to future spending and productivity. When estimating the news shock model, I give up on identifying tax shocks because the short sample period leaves only a small number of non-zero proxies. The specification of the lags follows Ramey (2011), but I also find that the finite lag approximation to the underlying DSGE model does well empirically: Figure B.3 for the baseline model and Figure B.4 in the Appendix show that the VAR dynamics match that of the underlying estimated DSGE model well. In the reported results, I only demean the proxy variables by setting $X_{zt}$ to a constant. In unreported results I have checked the robustness of the flat prior results for controlling for defense spending excess returns (Fisher and Peters, 2010) and commodity prices.

To calibrate the Gibbs sampler, I discard the first 50,000 draws as a burn-in period and keep every 20th draw thereafter until accumulating 5,000 draws. With a low prior weight on the DSGE model, this generates negligible autocorrelations of model summary statistics. The sampler is less efficient with a stronger DSGE model prior but performs well with the above sample size for moderate weights on the DSGE prior. Appendix B.3 also presents evidence on the convergence of the parameter
estimates based on the Brooks and Gelman (1998) diagnostic and compares IRFs for chains started at different seeds and with longer lengths.

5 Results

I now discuss the fit of the narrative DSGE-SVAR along its dynamic and its identifying dimension, measured as the tightness of priors over coefficients $B$, and the covariance matrix $V$. Then I analyze the implied impulse-response functions, historical shocks, and policy functions in the DSGE-SVAR. Last, I analyze the estimated DSGE model parameters.

5.1 Marginal likelihood

Figure 1(a) shows the marginal likelihood for the baseline model as a function of the strength of the prior for DSGE model dynamics, $T^B_0$, for different values of $T^V_0$. The marginal likelihood initially increases in $T^B_0$, then flattens, and eventually falls for all values of $T^V_0$. There is thus clear evidence for an interior peak in terms of the model dynamics. However, the data clearly prefer the weakest weight for the prior on the DSGE model identification. The best-fitting model features $T^{B}_0 = 4T$ and $T^{V}_0 = \frac{1}{5}T$, i.e. a weight of four sample sizes for the model coefficient $B$ and of one fifth for the covariance matrix $V$.\(^{10}\) Thus, a pure DSGE model is misspecified, but less so for model dynamics than for shock-identification.

The marginal narrative DSGE-SVAR likelihood peaks with interior weight on the DSGE model dynamics, but with a small weight on the covariance structure: For the baseline model in panel (a), $T^B_0 = 4T$ and $T^V_0 = \frac{1}{5}T$ (i.e., adding four full samples worth of observations on DSGE model dynamics but only one fifth of a sample worth on shock and their covariance), yields the highest data density. Panel (b) shows the fit for a variant of the model with news shocks and observed expectations. With a shorter sample period, the best-fitting model in panel (b) is $T^{B}_0 = 7.5T$ and $T^{V}_0 = \frac{1}{4}T$.

\(^{10}\)For the best-fitting model, I have re-computed the likelihood of the best-fitting model using different seeds and doubling the number of simulations for the two additional seeds. The three different estimates lie 2 to 6 (natural) log-points from each other. The plots shows results averaged across chains.
The qualitative finding that DSGE model dynamics agree more with the data than the shock identification is robust to fiscal foresight. To do so, I consider a variant of the model with spending and technology news shocks and observed expectations on output and government spending. Figure 1(b) shows that the results mirror Figure 1(a). Qualitatively, the results are unchanged: The best-fitting model puts an intermediate weight on the DSGE-model prior for model dynamics, but at each point the data prefer a weaker prior on the DSGE-model covariance. The fact that both the likelihood and the relative weight on model dynamics are higher than in the baseline case likely reflects the shorter estimation sample in this extended model.

Other model variants also imply that the data prefer the weakest prior for the DSGE-model covariance $V$. Appendix C (Figure C.8(a)) shows that the marginal likelihood is decreasing in the weight on $V$ for five alternative variants. I consider three variations on policy rules: A Smets and Wouters (2007) type monetary policy rule that considers the output gap, the baseline monetary policy rule extended to react to fiscal policy, and the baseline spending rule, extended to react to real interest rates. Only the rule with the output gap improves the fit of the best-fitting model by about 10 log points, but the slope in terms of the prior weight is as negative for all three variations as in the baseline model. A model version without the cost channel of monetary policy also improves the fit, but the slope is more negative than in the baseline. A version with an ad hoc investment friction, which makes the investment-specific shock correlated with current output, improves the fit the most and leads to a less negative slope. This change relaxes the identifying assumptions of the DSGE model and is thus further evidence that identifying restrictions of the DSGE model are at odds with the data.

In addition, I have also checked that my results are not driven by the assumptions about the measurement equation: Appendix C (Figure C.8(b)) shows a similar shape of the marginal likelihood when doubling (reducing) the prior for the relative standard deviation of the measurement noise from 0.5 to 1.0 (to 0.1). Allowing for a non-diagonal $G$ matrix also yields similar results. Together, my findings suggest that the empirical findings here extend beyond the specific model put forward.

To better understand the model fit along the two dimensions of shock identification and dynamics, I proceed by presenting the IRFs that shape the model dynamics in the baseline model. Subsequently, I turn to the policy shocks directly to gain intuition on the identification. Policy rule estimates and, more generally, DSGE model parameter estimates provide an additional way to understand the results summarized by the likelihood. For presenting the historical shocks and the estimated IRFs, I focus on the best-fitting DSGE-VAR model with a weak prior to over $V$ and an informative prior over $B$, i.e., the model with $T^V_0 = \frac{1}{5}T$ and $T^B_0 = 4 \times T$.

5.2 IRFs

5.2.1 Benchmark DSGE-SVAR estimates

Figure 2 shows responses of private output to the three policy shocks identified in the DSGE-SVAR along with the policy instruments themselves: Shown in black and shades of gray are the pointwise posterior median and 68% and 90% credible sets. It is instructive to report results for private output. Private output is overall GDP minus government consumption and investment, computed as $\hat{y}_t - 0.2\hat{g}_t$. 
The results confirm intuition: Spending increases are expansionary, tax and interest rate increases are contractionary. However, the responses differ in their size, timing, and estimated precision.

Start with the government spending shock. A 1% shock leads to an additional build-up in government spending that declines but persists for more than five years. This spending increase causes private sector output to rise persistently, but with a one year delay. Consequently, the impact multiplier is centered around 1, but the credible set rises to a range between 1.25 and 2.0 after five years, as Figure 3 shows. The DSGE-SVAR estimate is consistent with other estimates of multipliers that use variation in defense spending: Ramey (2011, p. 31) estimates a 5-year cumulative multiplier of 1.2. Amir-Ahmadi and Drautzburg (2017, Fig. 4.13) identify an interval of 1.0 to 3.0 consistent with macro sign restrictions and industry-level heterogeneity restrictions at the 5-year horizon.

There is a buildup in government spending in response to a government spending shock, causing a significant and lasting increase in output. A tax shock raises tax rates persistently but implies a smooth decline to zero. With a one quarter lag, output drops persistently. A FFR shock increases the real rate and causes a significant output drop after two quarters, with no significant response on impact.

Figure 2: Policy shocks and output responses in best-fitting DSGE-SVAR \( T_0^B = 4T \) and \( T_0^Y = \frac{1}{5}T \)

Tax shocks have a half-life of slightly less than five years, but decline smoothly. The estimate of their effect on private output is noisy, but I find that an increase in tax rates by one percentage point leads, with a one year delay, to a decrease in private sector activity, which lasts for about one year – significant with a 68% probability. The traditional output multiplier, however, is insignificant, because overall output may rise with 68% probability due to off-setting effects on government spending. The multiplier on private output, in contrast, is weakly positive with 68% probability starting at the six quarter horizon (Figure 3). The wide credible sets reflect the sparse data on tax shock proxies.

Shocks to monetary policy, in contrast to fiscal shocks, have a half-life of only about one year. The
Overall multiplier of $G$  Private multiplier of $G$  Overall multiplier of taxes  Private multiplier of taxes

PDV multipliers are defined as the ratio of the discounted sum of GDP changes to the discounted sum of government spending, using a discount factor of 0.99 per quarter. I use a share of $G$ in GDP of 20% and of labor taxes in GDP of 10%. For the numerator, I only consider first round effects: For shocks to $G$, I only consider sum the increase in $G$ on expenditure. For shocks to taxes, I use (minus) the increase in tax rates, times the average size of the tax base.

Figure 3: Present-discounted value multipliers for overall and private output for fiscal shocks in best-fitting DSGE-VAR ($T_B^G = 4$ and $T_V^G = 1.5$).

rise in the nominal interest rate causes the real rate to rise and leads, with a delay of half a year, to a hump-shaped drop in private output that peaks about 2.5 years after the shock. The effects revert to zero after five years.

Using the narrative DSGE-SVAR rather than a DSGE-VAR approach to identify IRFs matters. Figure 4 contrasts the two approaches for the six responses from Figure 2. For the three policy instruments in the top panel, the DSGE-VAR yields responses that lie largely on top of the DSGE-SVAR policy instrument responses. But there are noticeable differences for the responses of private output: The DSGE-VAR response of private output to GDP is significantly positive on impact, as opposed to the insignificant DSGE-SVAR impact response. The DSGE-VAR also shifts the approach to a monetary policy shock considerably. It shows an immediate drop in output, eliminating the surprising pattern of an initial increase in output that only leads to a drop in output with a delay.

These results are robust. Robustness checks (available upon request) show that the the results are robust across sample periods, to using the original Ramey (2011) and Romer and Romer (2004) instruments, and to controlling for expectations. Importantly, qualitatively similar responses also hold when using an upper triangular factorization of $S_1S_1'$, or when factoring the shocks by adopting the procedure in Uhlig (2003) to factor $S_1S_1'$. But the assumption that policy is described by observable Taylor rules substantially sharpens the inference.

5.2.2 DSGE-SVAR vs DSGE model

To understand the shortcomings of the DSGE model that lead the data to reject the identifying restrictions implied by the DSGE model and to prefer only a modest weight on the model dynamics, I compare the estimates DSGE-SVAR with the corresponding DSGE model. Impulse-response functions reflect both identification and model dynamics and this section discusses the shortcomings of the DSGE model relative to the DSGE-SVAR impulse responses.\textsuperscript{11} In particular, the pure DSGE model roughly

\textsuperscript{11}The results are based on the state-space representation of the DSGE model. But this is inconsequential, since the VAR approximation and the state-space representation yield virtually identical IRFs. See Figure B.3 in the Appendix.
Shown are the pointwise posterior median, and the 68% and 90% credible sets. The traditional DSGE-VAR identification uses $A = \text{chol}(\Sigma(\hat{\theta})) \times Q(A^*(\theta))$, where $Q(A^*(\theta)) = \text{chol}(\Sigma^*(\theta))^{-1}(A^*(\theta))$.

Figure 4: Policy shocks and output responses in best-fitting DSGE-VAR ($T_B = 4T$ and $T_V = \frac{1}{5}T$) compared with standard DSGE-VAR identification matches the responses of most variables to fiscal shocks that include significant responses of monetary policy to these fiscal shocks. But the DSGE-SVAR produces responses to monetary policy shocks reminiscent of the price puzzle, which the pure DSGE model fails to match. It also cannot replicate the response of government spending to the other identified shocks.

For the government spending shock in Figure 5(a), the first order mismatch is that the DSGE model overstates the government spending buildup and thus the size of the wealth effect. Otherwise, the DSGE model largely succeeds in matching the DSGE-SVAR responses after taking parameter uncertainty into account. For example, the DSGE model matches the zero impact response of private output that turns positive with a delay. The pure DSGE model also matches the implied spending multipliers; see Appendix C. The second striking fact about the identified responses is that both inflation and the FFR drop both in the DSGE-SVAR and the pure DSGE model. This is possible even though monetary policy in the model reacts only to output and inflation.

Figure 5(b) shows the responses to a tax rate shock. The DSGE model matches the dynamics of the tax rate and most DSGE-SVAR responses to it, but cannot replicate the estimated initial increase in government spending after a tax hike. The pure DSGE model otherwise matches the qualitative features of the DSGE-SVAR responses, aided by the large uncertainty surrounding the tax shock estimates. The pure DSGE model also matches the pattern of the implied private output multiplier that is initially close to zero and becomes significantly positive at longer horizons; see Figure C.10 in Appendix C. The estimates also indicate, albeit noisily, monetary accommodation of the contractionary shock.

---

12The responses of debt to all shocks are shown in Figure C.9 in Appendix C.
Panel (a): The pure DSGE model and the best-fitting DSGE-SVAR largely agree on the response to a government spending shock, except for the size of the build-up in government spending. Importantly, the pure DSGE model replicates the drop in the funds rate and the inflation rate following a government spending shock. Panel (b): The estimates of the response to taxes are noisy. Given the uncertainty, the pure DSGE model and the best-fitting DSGE-VAR largely agree on the response to a tax spending shock, except for the flat response of government spending in the DSGE model.

Figure 5: Full set of responses to fiscal policy shocks with best-fitting prior $(T_0^B = 4T, T_0^V = \frac{1}{5}T)$. 
The estimates of the response to monetary policy shocks are the most precise. The estimates show that, despite including a cost-channel of monetary policy, pure DSGE model cannot fit the initial responses of private output and inflation, as well as the delayed decline in government spending.

Figure 6: Full set of responses to FFR shock with best-fitting prior \((T_0^B = 4T, T_0^V = \frac{1}{5}T)\).

tax shock. In the pure DSGE model this response is driven by the underlying reaction to output and inflation.

The responses to the monetary policy shock in Figure 6 are the most precisely estimated responses and show the largest discrepancies between the DSGE-SVAR and the pure DSGE model. The latter struggles to explain the initial responses of output, investment, and inflation – reminiscent of the price puzzle. This is despite including a cost channel of monetary policy as in Christiano et al. (2011a). The DSGE model also fails to match the sizable fiscal contraction at the one-year horizon that the DSGE-VAR implies.

5.3 Historical shocks

In addition to impulse-responses, historical shocks are an important implication of DSGE models. Similar to the overlap of impulse-response functions, I now consider the correlation of the identified shocks in the DSGE-SVAR and the pure DSGE model as a measure of misspecification. While Rudebusch (1998) and Sims (1998) have debated the validity of such a comparison across VARs, here the comparison is straightforward because the models share the same information set.

For the identified policy shocks, the shocks line up well across models and the disagreement is

---

13 This finding may hint at another dimension of misspecification of monetary policy shock measures. For example, Caldara and Herbst (2015) argue that monetary policy also reacts to credit spread shocks. In results available upon request I verified that controlling for BAA bond spreads and a number of other variables does not change the result in the flat prior VAR. Figure C.12 shows that also the results of the DSGE-SVAR are robust to controlling for expectations.
Table 2: Historical shocks in various DSGE-SVARs: Correlation with DSGE model and non-zero instruments.

<table>
<thead>
<tr>
<th>Shock</th>
<th>(a) DSGE-SVAR vs DSGE</th>
<th>(b) “First stage”: DSGE-SVAR vs IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_0^V = \frac{1}{2}T, T_0^B = 4 \times T$</td>
<td>$T_0^V = \frac{1}{2}T, T_0^B \nearrow \infty$</td>
</tr>
<tr>
<td></td>
<td>Median (90% band)</td>
<td>Median (90% band)</td>
</tr>
<tr>
<td>$G$</td>
<td>0.76 (0.58, 0.85)</td>
<td>0.87 (0.61, 0.96)</td>
</tr>
<tr>
<td>Tax</td>
<td>0.51 (0.23, 0.76)</td>
<td>0.76 (0.41, 0.91)</td>
</tr>
<tr>
<td>FFR</td>
<td>0.77 (0.66, 0.85)</td>
<td>0.94 (0.88, 0.98)</td>
</tr>
<tr>
<td>Average</td>
<td>0.68</td>
<td>0.86</td>
</tr>
</tbody>
</table>

The table shows the posterior median correlations (and posterior credible sets) between the identified DSGE-SVAR shocks and the corresponding structural shocks from the DSGE model, as well as the correlation of the structural shocks with the non-missing instrumental variables (IV). Underlying are draws from the joint posterior of the structural parameters $\theta$ and the corresponding VAR parameters.

Attributable in roughly equal parts to differences in dynamics and covariances. Table 2(a) shows the correlations for varying DSGE-model weights for each of the three shocks. The leftmost block shows the median correlation for each of the shocks for the best-fitting model, along with the posterior 90% credible set. The middle block takes the weight on the model dynamics to infinity, i.e., it imposes the VAR-approximation to the DSGE model dynamics. The right block also imposes the DSGE model covariance structure. Moving from left to right, the average correlation between the three shocks rises from 0.68 to 0.86 when the model dynamics are imposed. Mechanically, the correlation becomes perfect, up to approximation error, when also imposing the DSGE model covariance structure. The two drops in the correlations of the identified shocks — by an average of 0.14 when relaxing the prior on the DSGE-model covariance structure and by an average of 0.18 when relaxing the prior on the dynamics — show that shock identification requires getting the forecast errors right and correctly mapping the forecast errors to structural shocks.

In terms of individual shocks, the DSGE-SVAR and the DSGE model disagree the most on the tax shock. For the best-fitting model, the right block of Table 2(a) shows that the monetary policy shock paths and the fiscal policy shock paths line up about equally well with correlations of 0.76 and 0.77. For tax shocks, in contrast, the discrepancy is more pronounced with a correlation of only 0.51 across models, although the posterior uncertainty is substantial. Also, the correlations between the (non-zero) instruments and the DSGE-SVAR variables reflect the challenge the DSGE model faces in matching the tax shocks. The best-fitting DSGE-VAR has correlations of the identified shocks with the instruments of 0.48 for the spending shock, 0.54 for the tax shock, and 0.62 for the monetary policy shock. However, particularly as the weight on the identification scheme increases, the correlations approach that of the pure DSGE model. The pure DSGE model has a correlation of the tax shock
proxies with the identified shocks of only 0.36, much lower than the values of 0.51 and 0.55.

5.4 Policy rules

Partial identification of policy shocks implies identification of the underlying policy rules. Arias et al. (2015) exploit this to identify shocks with sign restrictions, and it underlies the link between the narrative identification and the DSGE model in Proposition 1. It is therefore instructive to back out the underlying policy rule coefficients to understand the mechanics of the DSGE-SVAR model. These coefficients correspond to the coefficients \((1 - \rho_c) \times \eta_o\) in the policy rules (4.1) and (4.2).

![Policy rule estimates](image)

Shown are the posterior median and 68% and 90% credible set of the monetary policy rule coefficients implied by the partially identified VAR with DSGE model prior. With the best-fitting DSGE-VAR prior, the model is inconclusive about monetary tightening in response to higher inflation but finds evidence of accommodating fiscal policy. Only priors putting more weight on the DSGE-model identification find a significant reaction to output and inflation.

Figure 7: Monetary policy rule estimates

The raw data only provide noisy information about policy rules: As I document in Appendix C (Table C.3), the coefficients of all three policy rules have wide posterior confidence bands, which are often insignificant for the best-fitting model. Figure 7 illustrates the estimates for the monetary policy rule. Both the 68% and the 90% credible sets for the responses of monetary policy to inflation and output include zero. A stronger DSGE model prior over \(V\) helps by shrinking the imprecise estimates of the policy rule coefficients toward those implied by the DSGE model prior. This shrinkage renders the inflation and output coefficients positive. With the DSGE model prior, the policy rule estimates imply that the Fed increases interest rates in response to higher inflation or output growth. With a dogmatic prior on the DSGE model, we recover that monetary policy only responds to inflation and output. However, the data clearly prefer the model with the diffuse policy rule estimates.

For both fiscal policy shocks, the estimated DSGE-SVAR impulse responses found that monetary policy accommodates: Lower interest rates follow expansionary \(G\) shocks and higher interest rates the contractionary tax shocks. The pure DSGE model could match this because fiscal shocks affect inflation via marginal costs – indirectly via the wealth effects and the pass-through of higher taxes. My policy rule estimate, however, indicates that there is also a direct element of accommodation in the monetary policy rule.

Both reduced-form correlations and the institutional setting make the estimated direct fiscal-monetary policy plausible. For example, Calomiris (2012) characterizes the Federal Reserve as a
“highly politicized entity” that depends on the federal government (p. 68) – the fiscal authority. Romer and Romer (2014) provide qualitative evidence that the Federal Reserve has indeed considered fiscal policy in its monetary policy decisions. They document staff presentations to the FOMC suggesting monetary accommodation of the 1964 and 1972 tax cuts (p. 38f) as well as monetary easing in response to the 1990 budget agreement. Estimating monetary policy rule directly in the reduced form also yields a qualitatively similar result:

\[
FFR_t = -2.90 + 0.89 FFR_{t-1} + 0.17 \pi_t + 0.06 \Delta \ln Y_t + -0.12 \Delta \ln Debt_t + -1.83 \ln \frac{G_t}{Y_t},
\]

where \( N = 213, R^2 = 0.90 \) and the parenthesis show t-statistics based on Newey-West robust standard errors estimated with four lags. This reduced form estimate is robust across specification and sample periods (results available upon request). Similarly, reduced form spending rules also give a role to the real short-term interest rate.

While the model misspecification manifests itself in the policy block, it is not confined to it: Extending the policy rules does not fix the misspecification. I re-estimated the DSGE-SVAR with a monetary policy rule that responds to debt levels or spending and, separately, with a fiscal policy rule that responds to the real rate. Both modifications reduce the discrepancies of the investment IRF to both spending and tax shocks. However, both specifications produce responses of private output to government spending and taxes in the DSGE model which are, for the first few quarters, more at odds with the SVAR than the original specification. And the policy rule estimates in the DSGE-SVAR change little. As a consequence, it is unsurprising that these model variations do not change the marginal data density much, either.

5.5 Parameter estimates

As a byproduct of the estimation of the DSGE-SVAR, the estimator also yields estimates of the structural DSGE model parameters. For brevity, I present the full estimates only in Table C.1 in the Appendix. One feature that emerges is that the DSGE-model parameters feature only a low persistence of most structural shocks, but a high degree of smoothing in the policy rules. This helps to explain the inability of the pure DSGE model to match the responses of government spending to the other policy shocks. With a stronger prior on \( V \), the parameter estimates also feature higher real and nominal frictions in the form of adjustment and fixed costs, and the Calvo price stickiness. With few exceptions, the posterior differs significantly from the prior and the policy rule estimates are economically meaningful. The exception is the wage indexation parameter whose posterior is close to its prior. This is plausible because I do not use wages in the estimation.

I now turn to the parameters that are specific to my narrative DSGE-VAR: the parameters of the observation equation for the narrative instruments in the DSGE model. Figure 8 shows the signal to noise ratio estimated for each of the three narrative shocks. For the best-fitting model with \( T^B = 4T \) in panel (a), the posterior median signal-to-noise ratio is about 0.5 for all three instruments. With the est is that the DSGE-model parameters feature only a low persistence of most structural shocks, but a high degree of smoothing in the policy rules. This helps to explain the inability of the pure DSGE model to match the responses of government spending to the other policy shocks. With a stronger prior on \( V \), the parameter estimates also feature higher real and nominal frictions in the form of adjustment and fixed costs, and the Calvo price stickiness. With few exceptions, the posterior differs significantly from the prior and the policy rule estimates are economically meaningful. The exception is the wage indexation parameter whose posterior is close to its prior. This is plausible because I do not use wages in the estimation.

I now turn to the parameters that are specific to my narrative DSGE-VAR: the parameters of the observation equation for the narrative instruments in the DSGE model. Figure 8 shows the signal to noise ratio estimated for each of the three narrative shocks. For the best-fitting model with \( T^B = 4T \) in panel (a), the posterior median signal-to-noise ratio is about 0.5 for all three instruments. With the
The plot shows the signal-to-noise ratio as a function of the prior weight given to the DSGE model. The ratio is defined as the standard deviation of the instrument attributable to the structural shock divided by the standard deviation of the measurement noise. The prior signal-to-noise ratio in the DSGE model is 2. The plot implies that the data is informative about the signal-to-noise ratio that falls initially quickly and then stabilizes around 0.4 for the two fiscal instruments and falls toward 0.75 for the monetary policy shock.

Figure 8: Signal-to-noise ratio of instruments with varying DSGE model weight

stronger prior on \( V \), the distribution of the estimated signal-to-noise ratios seems to shift somewhat down in panel (b) compared to panel (a). Intuitively, because the data prefers the looser prior on the DSGE model identification, it selects lower signal-to-noise ratios when forced to tighten the prior. The differences concern, however, mostly the center of the distribution, while the credible sets overlap.

6 Conclusion

A key question for academics and practitioners using quantitative DSGE models is whether these models agree with methods that “get by with weak identification” (Sims, 2005, p. 2). This paper develops a DSGE-SVAR to assess the potential misspecification of DSGE models with respect to the identification of shocks through external instruments, extending earlier work (Del Negro et al., 2007) that does not assess the DSGE model identification.

Estimating my medium-scale DSGE-SVAR model with fiscal Taylor rules reveals systematic model misspecification. The prior over DSGE model dynamics improves the overall statistical fit as measured by the marginal data density. However, I show that the fit worsens when putting a stronger prior on the DSGE model covariance structure, which embeds the identifying restrictions. This finding carries over from the baseline model with contemporaneous shocks to an extended model with news shocks and observed expectations, as well other model variants.

Looking at impulse responses shows that the best-fitting DSGE-VAR and the corresponding pure DSGE model largely agree on the dynamics following fiscal shocks, but the pure DSGE model cannot capture the interaction between policy tools. The model has trouble matching the dynamics following a monetary policy shock. Analyzing historical shocks shows that the DSGE model struggles particularly to explain the tax shock proxy. My estimates of policy rules show that systematic monetary policy broadly moves with fiscal policy, reinforcing spending or tax increases. However, simply re-estimating the model with richer policy rules does not change the main findings. Overall, my results suggest that more work is needed to reconcile medium-scale DSGE models for fiscal policy with narrative methods.
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Online Appendix

A Narrative VAR and DSGE-VAR

A.1 Narrative shock identification

Here I derive how the observables, Γ and Σ, identify the impulse responses of interest up to an extra \( m_z(m_z - 1) \) restrictions, where \( m_z \) is the number of instruments and shocks to identify.

Define

\[
\kappa = (\Gamma_1^{-1}\Gamma_2)',
\]

so that \( A_{21} = \kappa A_{11} \). Then:

\[
\Sigma = \begin{bmatrix}
A_{11}A'_{11} + A_{12}A'_{12} & A_{11}A'_{11}\kappa' + A_{12}A'_{22} \\
\kappa A_{11}A'_{11} + A_{22}A'_{12} & \kappa A_{11}A'_{11}\kappa' + A_{22}A'_{22}
\end{bmatrix}
\]

(A.2)

The covariance restriction identifies the impulse response (or component of the forecast error) up to an \( m_z \times m_z \) square scale matrix \( A_{11} \):

\[
u_t = A \epsilon_t = \begin{bmatrix} [A]^{[1]} & [A]^{[2]} \end{bmatrix} \epsilon_t = \begin{bmatrix} A^{[1]} \epsilon_t^{[1]} & A^{[2]} \epsilon_t^{[2]} \end{bmatrix} = \begin{bmatrix} \Gamma_m & A_{11} \end{bmatrix} \epsilon_t^{[1]} + \begin{bmatrix} A_{12} \\ A_{22} \end{bmatrix} \epsilon_t^{[2]}
\]

Given that \( \epsilon_t^{[1]} \perp \epsilon_t^{[2]} \), it follows that:

\[
\text{Var}[\epsilon_t^{[1]}] = A^{[2]}(A^{[2]})' = \begin{bmatrix} A_{12}A'_{12} & A_{12}A'_{22} \\
A_{22}A'_{12} & A_{22}A'_{22} \end{bmatrix},
\]

\[
\text{Var}[\epsilon_t^{[2]}] = A^{[1]}(A^{[1]})' = \begin{bmatrix} A_{11}A'_{11} & A_{11}A_{11}\kappa \\
\kappa A_{11}A'_{11} & \kappa A_{11}A'_{11}\kappa \end{bmatrix},
\]

\[
\Sigma = \text{Var}[\nu_t] = \text{Var}[\epsilon_t^{[2]}] + \text{Var}[\epsilon_t^{[1]}] = \begin{bmatrix} \Sigma_{12}\Sigma'_{12} & \Sigma_{12}\Sigma'_{22} \\
\Sigma_{22}\Sigma'_{12} & \Sigma_{22}\Sigma'_{22} \end{bmatrix}
\]

Note that:

\[
u_t^{res} \equiv \nu_t - \mathbb{E}[\nu_t|\epsilon_t^{[1]}] \perp \mathbb{E}[\nu_t|\epsilon_t^{[1]}] = \begin{bmatrix} \Gamma_m & \kappa^' \\
\kappa & -\Gamma_{m-m_z} \end{bmatrix} \kappa
\]

Any vector in the nullspace of \( \begin{bmatrix} \Gamma_m & \kappa^' \\
\kappa & -\Gamma_{m-m_z} \end{bmatrix} \) satisfies the orthogonality condition.

Define

\[
Z \equiv \begin{bmatrix} Z^{[1]} & Z^{[2]} \end{bmatrix} = \begin{bmatrix} \Gamma_m & \kappa^' \\
\kappa & -\Gamma_{m-m_z} \end{bmatrix}
\]

(A.3)

Note that \( Z^{[2]} \) spans the nullspace of \( A^{[1]} \). Hence, \( (Z^{[2]})'v_t \) projects \( v_t \) onto the nullspace of the instrument-identified shocks \( \epsilon_t^{[1]} \).

\[
(Z^{[2]})'v_t = (Z^{[2]})'A \epsilon_t = (Z^{[2]})' \begin{bmatrix} [A]^{[1]} & [A]^{[2]} \end{bmatrix} \epsilon_t
\]

\[
= (Z^{[2]})' \begin{bmatrix} Z^{[1]}|Z|A_{11} & A^{[2]} \end{bmatrix} \epsilon_t = \begin{bmatrix} 0 & (Z^{[2]})'A^{[2]} \end{bmatrix} \epsilon_t
\]

\[
= 0 \times \epsilon_t^{[1]} + (Z^{[2]})'A^{[2]} \epsilon_t^{[2]} \perp \epsilon_t^{[1]}
\]

Note that \( Z^{[2]} \) spans the nullspace of \( A^{[1]} \). Hence, \( (Z^{[2]})'v_t \) projects \( v_t \) onto the nullspace of the instrument-identified shocks \( \epsilon_t^{[1]} \).
Note that \((Z^2)'A^2\) is of full rank, and I can therefore equivalently consider \(\varepsilon_t^2\) or \((Z^2)'v_t\). Thus, the expectation of \(v_t\) given \(\varepsilon_t^2\) is given by:

\[
E[\varepsilon_t^2 | v_t] = \text{Cov}[v_t, (Z^2)'v_t] \text{Var}[(Z^2)'v_t]^{-1}(Z^2)'v_t,
\]
\[
v_t - E[\varepsilon_t^2 | v_t] = (I - \text{Cov}[v_t, (Z^2)'v_t] \text{Var}[(Z^2)'v_t]^{-1}(Z^2)'v_t),
\]
\[
\text{Cov}[v_t, (Z^2)'v_t] = \Sigma Z[2] = \Sigma \begin{bmatrix} \kappa' \\ -I_{m-m_z} \end{bmatrix}
\]
\[
\text{Var}[\varepsilon_t^2 | v_t] = E[(I - \text{Cov}[v_t, (Z^2)'v_t] \text{Var}[(Z^2)'v_t]^{-1}(Z^2)'v_t) v_t v_t]' = \Sigma - \text{Cov}[v_t, (Z^2)'v_t] \text{Var}[(Z^2)'v_t]^{-1} \text{Cov}[v_t, (Z^2)'v_t] = \Sigma - \Sigma \begin{bmatrix} -I_{m-m_z} \end{bmatrix} \begin{bmatrix} \kappa' \\ -I_{m-m_z} \end{bmatrix}^{-1} \begin{bmatrix} -I_{m-m_z} \end{bmatrix} \Sigma = \begin{bmatrix} A_{11}A'_{11} \\ \kappa A_{11} \end{bmatrix} \begin{bmatrix} A_{11}A_{11} \kappa \end{bmatrix}
\]

This gives a solution for \(A_{11}A'_{11}\) in terms of observables: \(\Sigma\) and \(\kappa = \Gamma_1^{-1} \times \Gamma_2\). For future reference, note that this also implies that:

\[
\text{Var}[\varepsilon_t^2 | v_t] = \Sigma - \text{Var}[\varepsilon_t^2 | v_t] = \Sigma - \Sigma \begin{bmatrix} -I_{m-m_z} \end{bmatrix} \begin{bmatrix} \kappa' \\ -I_{m-m_z} \end{bmatrix}^{-1} \begin{bmatrix} -I_{m-m_z} \end{bmatrix} \Sigma = \begin{bmatrix} A_{11}A'_{11} \\ \kappa A_{11} \end{bmatrix} \begin{bmatrix} A_{11}A_{11} \kappa \end{bmatrix}
\]

In general, \(A_{11}\) itself is unidentified: Additional \((m_z-1)m_z\) restrictions are needed to pin down its \(m_z^2\) elements from the \((m_z+1)m_z\) independent elements in \(A_{11}A_{11}'\). Given \(A_{11}\), the impact response to a unit shock is given by:

\[
\begin{bmatrix} I_{m_z} \\ \kappa \end{bmatrix} A_{11}
\]

### A.2 Narrative policy rule identification

To show that the lower Cholesky factorization proposed in Mertens and Ravn (2013) identifies Taylor-type policy rules when ordered first, I start by deriving the representation of the identification problem as the simultaneous equation system (3.4). Recall the definition of forecast errors \(v_t\) in terms of structural shocks \(\varepsilon_t\):

\[
v_t = A\varepsilon_t \equiv \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} \varepsilon_{1,t} \\ \varepsilon_{2,t} \end{bmatrix} \implies \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}^{-1} = \begin{bmatrix} A_{11}^{-1}A_{22}(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} \\ -A_{22}^{-1}A_{21}(A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} \end{bmatrix} = \begin{bmatrix} (A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} \\ -(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} \end{bmatrix} \end{bmatrix} \begin{bmatrix} \varepsilon_{1,t} \\ \varepsilon_{2,t} \end{bmatrix} \quad v_t = \begin{bmatrix} \varepsilon_{1,t} \\ \varepsilon_{2,t} \end{bmatrix}
\]

Note that:

\[
\begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}^{-1} = \begin{bmatrix} (A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} & -A_{11}^{-1}A_{12}(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} \\ -A_{22}^{-1}A_{21}(A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} & (A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} \end{bmatrix}
\]

\[
\begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}^{-1} = \begin{bmatrix} (A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} & -A_{11}^{-1}A_{12}(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} \\ -A_{22}^{-1}A_{21}(A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} & (A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} \end{bmatrix}
\]
Note that
\[(A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} = A_{11}^{-1}((A_{11} - A_{12}A_{22}^{-1}A_{21})A_{11}^{-1})^{-1} = A_{11}^{-1}(I - A_{12}A_{22}^{-1}A_{21}A_{11}^{-1})^{-1}\]
and define:
\[S_1 \equiv (I - A_{12}A_{22}^{-1}A_{21}A_{11}^{-1})A_{11} \quad S_2 \equiv (I - A_{21}A_{11}^{-1}A_{12}A_{22}^{-1})A_{22}\]
so that
\[(A_{11} - A_{12}A_{22}^{-1}A_{21})^{-1} = S_1^{-1} = A_{12}^{-1}A_{22}^{-1}(A_{22} - A_{21}A_{11}^{-1}A_{12})^{-1} = S_2^{-1}\]
Using these equalities gives the first equality in what follows, whereas the second equality is straightforward algebra:
\[
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}^{-1}
\begin{bmatrix}
S_1^{-1} & -S_1^{-1}A_{11}^{-1}A_{12} \\
-S_2^{-1}A_{22}^{-1}A_{21} & S_2^{-1}
\end{bmatrix}
v_t
= \begin{bmatrix}
S_1^{-1} & 0 \\
0 & S_2^{-1}
\end{bmatrix}
\begin{bmatrix}
I & -A_{12}A_{22}^{-1} \\
-A_{21}A_{11}^{-1} & I
\end{bmatrix}
v_t
= \begin{bmatrix}
\varepsilon_{1,t} \\
\varepsilon_{2,t}
\end{bmatrix}
\]
and equivalently:
\[
\begin{bmatrix}
I & -\eta \\
-\kappa & I
\end{bmatrix}v_t
= \begin{bmatrix}
S_1 & 0 \\
0 & S_2
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{1,t} \\
\varepsilon_{2,t}
\end{bmatrix}
\]
defining \(\eta \equiv A_{12}A_{22}^{-1}\) and \(\kappa \equiv A_{21}A_{11}^{-1}\). Equation (3.4) follows immediately.

**Lemma 3** (Mertens and Ravn (2013)). Let \(\Sigma = AA'\) and \(\Gamma = \begin{bmatrix} G & 0 \end{bmatrix} A'\), where \(G\) is an \(m_z \times m_z\) invertible matrix and \(A\) is of full rank. Then \(A^{[1]}\) is identified up to a factorization of \(S_1S'_1\) with \(S_1\) defined in (A.7).

**Proof.** Since \(A\) is of full rank, it is invertible and (A.8) holds for any such \(A\). Given \(\eta, \kappa, \) (A.8) implies (3.5), which I reproduce here for convenience:
\[
A^{[1]} = \begin{bmatrix} A_{11} \\ A_{21} \end{bmatrix} = \begin{bmatrix} (I - \eta \kappa)^{-1} \\ (I - \kappa \eta)^{-1} \kappa \end{bmatrix} \text{chol}(S_1S'_1).
\]
If \(\Sigma\) and \(\Gamma\) pin down \(\eta, \kappa\) uniquely, \(A^{[1]}\) is uniquely identified except for a factorization of \(S_1S'_1\).

To show that \(\Sigma\) and \(\Gamma\) pin down \(\eta, \kappa\) uniquely, consider \(\kappa\) first. Since \(\Gamma = \begin{bmatrix} G & 0 \end{bmatrix} A\) and \(G\) is an \(m_z \times m_z\) invertible matrix, it follows that Assumption 1 holds. It then follows from (3.2) that \(\kappa = A_{21}A_{11}^{-1} = \Gamma^2 \Gamma^{-1}\).

To compute \(\eta\), more algebra is needed. Partition \(\Sigma = \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{12}' & \Sigma_{22} \end{bmatrix}\), where \(\Sigma_{11}\) is \(m_z \times m_z\), \(\Sigma_{12}\) is \(m_z \times (m - m_z)\) and \(\Sigma_{22}\) is \((m - m_z) \times (m - m_z)\). Define
\[
A_{22}A_{22}' = \Sigma_{22} - \kappa A_{11}A_{11}' \kappa' = \Sigma_{22} - \kappa (\Sigma_{11} - A_{12}A_{12}') \kappa',
\]
using (A.2) twice. Using the upper left element of (A.5), it follows that
\[
A_{12}A_{12}' = (\Sigma_{12}' - \kappa \Sigma_{11})'(ZZ')^{-1}(\Sigma_{12}' - \kappa \Sigma_{11})
\]
Thus, \( \eta \) is then defined as:

\[
\eta \equiv \mathbf{A}_{12} \mathbf{A}_{22}^{-1} = \mathbf{A}_{12} \mathbf{A}_{22} (\mathbf{A}_{22} \mathbf{A}_{22}^{-1})^{-1} = (\mathbf{\Sigma}_{12} - \kappa \mathbf{A}_{11} \mathbf{A}_{11}') (\mathbf{A}_{22} \mathbf{A}_{22}^{-1})^{-1}
\]

\[= (\mathbf{\Sigma}_{12} - \kappa \mathbf{\Sigma}_{11}' + \kappa \mathbf{A}_{12} \mathbf{A}_{12}')(\mathbf{A}_{22} \mathbf{A}_{22}^{-1})^{-1}.
\]

Thus, \( \eta \) and \( \kappa \) are uniquely identified given \( \Sigma, \Gamma \). \( \square \)

The above derivations link \( S_1 \) to \( A^{-1} \). I now compute \( S_1 \) for a class of models.

**Proposition 1.** Assume \( \Sigma = \mathbf{A} \mathbf{A}' = \mathbf{A}^*(\mathbf{A}^*)' \) and order the policy variables such that the \( m_p = m_z \) or \( m_p = m_z - 1 \) observable Taylor rules are ordered first and \( \Gamma = [\mathbf{G}, 0] \mathbf{A}^* \). Then \( \mathbf{A}^*[1] \) defined in (3.5) satisfies \( \mathbf{A}^*[1] = \mathbf{A}^*[\mathbf{m}_z, 0_{(m-m_z) \times (m-m_z)}]' \) up to a normalization of signs on the diagonal if

(a) \( m_z \) instruments jointly identify shocks to \( m_p = m_z \) observable Taylor rules w.r.t. the economy (2.2), or

(b) \( m_z \) instruments jointly identify shocks to \( m_p = m_z - 1 \) observable Taylor rules w.r.t. the economy (2.2) and \( \eta_{m_z}, m_z = 0, p = 1, \ldots, m_p \).

**Proof.** Given Lemma 3, \( \mathbf{A}^*[1] \) is identified uniquely if \( S_1 \) is identified uniquely. In what follows, I establish that under the ordering in the proposition, \( S_1 \), as defined in (A.7) for arbitrary full rank \( \mathbf{A} \), is unique up to a normalization. It then follows that \( \mathbf{A}^*[1] \) is identified uniquely and, hence, equal to \( \mathbf{A}^*[\mathbf{m}_z, 0_{(m-m_z) \times (m-m_z)}]' \).

To proceed, stack the \( m_p \) policy rules:

\[
y_t^p = \sum_{i=m_p+1}^m \begin{bmatrix} \eta_{1,i} & 0 & \ldots & 0 \\ 0 & \eta_{2,i} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \eta_{m_p,i} \end{bmatrix} y_{i,t} + \begin{bmatrix} \lambda_1 \\ \lambda_2 \\ \vdots \\ \lambda_{m_p} \end{bmatrix} x_{t-1} + \begin{bmatrix} \mathbf{\Sigma}_{11} & 0 & \ldots & 0 \\ \mathbf{\Sigma}_{21} & \mathbf{\Sigma}_{22} & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \sigma_{n_p,n_p} \end{bmatrix} \bar{\varepsilon}_t,
\]

\[
\equiv \sum_{i=m_p+1}^m \mathbf{D}_i y_{i,t} + \mathbf{A} x_{t-1} + \mathbf{D}_0 \varepsilon_t + \mathbf{D}_i \mathbf{1} \lambda_i'
\]

\[
= \left( \begin{bmatrix} \mathbf{D}_0 & 0 \end{bmatrix} \mathbf{\varepsilon}_t + \sum_{i=m_p+1}^m \mathbf{D}_i \mathbf{1} \lambda_i' \right) \mathbf{\varepsilon}_t + \left( \sum_{i=m_p+1}^m \mathbf{D}_i \mathbf{1} \mathbf{B} x_{t-1} + \mathbf{A} \right) x_{t-1},
\]

where \( m - m_p \leq \bar{n} \equiv \max_p n_p \). Define \( \mathbf{e}_i \) as the selection vector of zeros except for a one at its \( i \)th position and denote the \( i \)th row of matrix \( \mathbf{A} \) by \( \mathbf{A}_i = (\mathbf{e}_i' \mathbf{A})' \) and similarly for \( \mathbf{B}_i \).

Without loss of generality, order the policy instruments first, before the \( m - m_p = \bar{n} \) nonpolicy variables. Then \( \mathbf{A}^* \) in the observation equation (2.2a) can be written as:

\[
\begin{bmatrix} [\mathbf{D}_0, 0] + \sum_{i=m_p}^m \mathbf{D}_i \mathbf{1} (\mathbf{A}_i^*)' \\
(A_{m_p+1}^*')' \\
\vdots \\
(A_m^*')' \end{bmatrix},
\]

where \( 0 \) is a full-rank lower diagonal matrix and the \( \mathbf{D}_j \) matrices are \( m_p \times m_p \) matrices.
Thus, \((A^*)^{-1}\), proceed by Gauss-Jordan elimination to rewrite the system \(A^*X = I_m\), with solution \(X = (A^*)^{-1}\), as \([A^*I_m]\). Define \(E\) as a conformable matrix such that \([A^*I_m] E \rightarrow [B|C] = [EA^*|EI_m]\). Then:

\[
[(A^*)|I_m] = \begin{bmatrix}
\mathbf{D}_0 & 0 & + \sum_{i=m_p+1}^{m} \mathbf{D}_i 1(A^*_i)' & | & \mathbf{I}_{m_p} & 0 & 0 & \ldots & 0 \\
(A^*_m)' & & & | & 0' & 1 & 0 & \ldots & 0 \\
& \vdots & & \vdots & \vdots & \ddots & \vdots & \ddots & \\
\end{bmatrix}
\]

\[
E_1 \rightarrow \begin{bmatrix}
\mathbf{D}_0 & 0 & + \sum_{i=m_p+2}^{m} \mathbf{D}_i 1(A^*_i)' & | & \mathbf{I}_{m_p} & - \mathbf{D}_{m_p+1}1 & 0 & \ldots & 0 \\
(A^*_m)' & & & | & 0' & 1 & 0 & \ldots & 0 \\
& \vdots & & \vdots & \vdots & \ddots & \vdots & \ddots & \\
\end{bmatrix}
\]

\[
E_2 \rightarrow \begin{bmatrix}
\mathbf{D}_0 & 0 & + \sum_{i=m_p+3}^{m} \mathbf{D}_i 1(A^*_i)' & | & \mathbf{I}_{m_p} & - \mathbf{D}_{m_p+1}1 & - \mathbf{D}_{m_p+2}1 & \ldots & 0 \\
(A^*_m)' & & & | & 0' & 1 & 0 & \ldots & 0 \\
& \vdots & & \vdots & \vdots & \ddots & \vdots & \ddots & \\
\end{bmatrix}
\]

\[
E_{m-m_p} \rightarrow \begin{bmatrix}
\mathbf{I}_{m_p} & 0 & & & | & \mathbf{D}_0^{-1} - \mathbf{D}_0^{-1} \mathbf{D}_{m_p+11} & - \mathbf{D}_0^{-1} \mathbf{D}_{m_p+21} & \ldots & - \mathbf{D}_0^{-1} \mathbf{D}_m1 \\
(A^*_{m_p+1})' & & & & & 0' & 1 & 0 & \ldots & 0 \\
(A^*_{m_p+2})' & & & & & 0' & 0 & 1 & \ldots & 0 \\
& \vdots & & \vdots & & \vdots & \vdots & \ddots & \ddots & \\
\end{bmatrix}
\]

\[
E_0 \rightarrow \begin{bmatrix}
\mathbf{I}_{m_p} & 0 & & & | & \mathbf{D}_0^{-1} - \mathbf{D}_0^{-1} \mathbf{D}_{m_p+11} & - \mathbf{D}_0^{-1} \mathbf{D}_{m_p+21} & \ldots & - \mathbf{D}_0^{-1} \mathbf{D}_m1 \\
(A^*_{m_p+1})' & & & & & 0' & 1 & 0 & \ldots & 0 \\
(A^*_{m_p+2})' & & & & & 0' & 0 & 1 & \ldots & 0 \\
& \vdots & & \vdots & & \vdots & \vdots & \ddots & \ddots & \\
\end{bmatrix}
\]

Thus, \((A^*)^{-1})_{1:m_p,1:m_p} = (E_0'E_{m-m_p} \cdots E_1 I_m)_{1:m_p,1:m_p}.

Now consider cases (a) and (b):

(a) \(m_z = m_p\). From (A.7), \(S_1\) is the upper left corner of \((A^*)^{-1}\):

\[S_1 \equiv ((A^*)^{-1})_{1:m_p,1:m_p} = \mathbf{D}_0^{-1}\]

and \(S_1\) is a lower diagonal matrix because \(\mathbf{D}_0\) is lower diagonal.

(b) \(m_z = m_p + 1, \eta_{p,m_p+1} = 0, p = 1, \ldots, m_p\). The second condition implies that \(\mathbf{D}_{m_p+1} = 0_{m_p \times m_p}\). It follows that \(S_1\) defined in (A.7) is given by:

\[S_1 \equiv ((A^*)^{-1})_{1:m_p+1,1:m_p+1} = \begin{bmatrix}
\mathbf{D}_0^{-1} & \mathbf{D}_{m_p+1} \\
\mathbf{s}_{m_p+1,1:m_p} & \mathbf{s}_{m_p+1,m_p+1}
\end{bmatrix} = \begin{bmatrix}
\mathbf{D}_0^{-1} & 0 \\
\mathbf{s}_{m_p+1,1:m_p} & \mathbf{s}_{m_p+1,m_p+1}
\end{bmatrix}\]

Thus, \(S_1\) is lower triangular.

In both cases, \(S_1\) is lower triangular. Since the lower Cholesky decomposition is unique, a Cholesky
decomposition of $S_1 S_1'$ recovers $S_1$ if we normalize signs of the diagonal of $S_1$ to be positive. Given identification of $S_1$, the identification of $A^{[1]}$ follows from Lemma 3.

A.3 VAR priors and posteriors

Let $u_t \overset{iid}{\sim} \mathcal{N}(0, V)$ and let $U = [u_1, \ldots, u_T]'$, where $u_t$ is $m_a \times 1$ and $U$ is $T \times m_a$. Then the likelihood can be written as:

$$L = (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} \sum_{t=1}^{T} u_t' V^{-1} u_t \right)$$

$$= (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} \sum_{t=1}^{T} \text{tr}(u_t' V^{-1} u_t) \right)$$

$$= (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} \text{tr}(V^{-1} \sum_{t=1}^{T} u_t u_t') \right)$$

$$= (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} \text{tr}(V^{-1}U'U) \right)$$

$$= (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} \text{vec}(U)'(V^{-1} \otimes I_T) \text{vec}(U) \right),$$

using that $\text{tr}(ABC) = \text{vec}(B')'(A' \otimes I) \text{vec}(C)$ and that $V = V'$.

For the SUR model, $[Y, Z] = [X_{y1}, X_{z1}] [B_{y1}, B_{z1}] + U$. Consequently, $Y_{SUR} \equiv \text{vec}([Y, Z]) = X_{SUR} \text{vec} \left( \begin{bmatrix} B_{y1} \\ B_{z1} \end{bmatrix} \right) + \text{vec}(U)$, where

$$X_{SUR} \equiv \begin{bmatrix} I_m \otimes X_{y1} & 0 \\ 0 & I_{m_a} \otimes X_{z1} \end{bmatrix}.$$ 

The likelihood can then also be written as:

$$L = (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} (Y_{SUR} - X_{SUR}\beta)'(V^{-1} \otimes I_T)(Y_{SUR} - X_{SUR}\beta) \right)$$

$$= (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} (\tilde{Y}_{SUR} - \tilde{X}_{SUR}\beta)'(\tilde{Y}_{SUR} - \tilde{X}_{SUR}\beta) \right)$$

$$= (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} (\check{Y}_{SUR} - \check{X}_{SUR}\beta)'(\check{Y}_{SUR} - \check{X}_{SUR}\beta) \right)$$

$$= (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} (\tilde{\check{X}}_{SUR}(\beta - \tilde{\beta}_{SUR})'(\check{X}_{SUR}(\beta - \tilde{\beta}_{SUR})) \right)$$

$$= (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} (\beta - \tilde{\beta}_{SUR})'(\tilde{X}_{SUR}'\check{X}_{SUR})(\beta - \tilde{\beta}_{SUR}) \right),$$

where $\tilde{\beta}_{SUR} \equiv (\check{X}'_{SUR}\check{X}_{SUR})^{-1}\check{X}'_{SUR}\check{Y}_{SUR}$ and the second to last equality follows from the normal equations.

Note that expression (A.10) for the likelihood is proportional to a conditional Wishart distribution for $\beta$: $\beta | V^{-1} \sim \mathcal{W}(\beta_{SUR}, (\check{X}'_{SUR}\check{X}_{SUR})^{-1}) \equiv \mathcal{W}(\beta_{SUR}, (X_{SUR}'V^{-1} \otimes I)X_{SUR}^{-1})$. Alternatively, expression (A.9) for the likelihood is proportional to a conditional Wishart distribution for $V^{-1}$: $V^{-1}|\beta \sim \mathcal{W}_{m_a}((U(\beta)'U(\beta))^{-1}, T + m_a + 1)$. Premultiplying with a Jeffrey’s prior over $V$, transformed
to $V^{-1}$, is equivalent to premultiplying by $\pi(V^{-1}) \equiv |V^{-1}|^{-\frac{m_a+1}{2}}$ and yields:

$$
\pi(V^{-1}) \propto |V^{-1}|^{-\frac{m_a+1}{2}} \times (2\pi)^{-mT/2} |V|^{-T/2} \exp \left( -\frac{1}{2} \text{tr}(V^{-1}U'U) \right) = (2\pi)^{-mT/2} |V|^{-1(T-m_a-1)/2} \exp \left( -\frac{1}{2} \text{tr}(V^{-1}U'U) \right),
$$

(A.11)

which is $V^{-1}\beta \sim W_{ma}((SSR(\beta))^{-1}, T)$, with

$$
SSR(\beta) \equiv U(\beta)'U(\beta) = [Y - X_yB_y(\beta), Z - X_zB_z(\beta)]'[Y - X_yB_y(\beta), Z - X_zB_z(\beta)]
= \sum_{t=1}^{T} [y_t - x_{y,t}B_y(\beta), z_t - x_{z,t}B_z(\beta)]'[y_t - x_{y,t}B_y(\beta), z_t - x_{z,t}B_z(\beta)].
$$

### A.4 Invertibility

A necessary condition for the VAR and DSGE models to agree on the structural shocks is that both models span the same economic shocks. Fernandez-Villaverde et al. (2007) provide succinct sufficient conditions to guarantee that the economic shocks in the state space system (2.2) matches those from the VAR (2.1):

**Assumption 2.** A* is nonsingular, and the matrix $C^* - D^*(A^*)^{-1}B^*$ is stable.

Under this condition, the forecast errors of a VAR with sufficiently many lags and the DSGE model coincide, as summarized in the following lemma:

**Lemma 4.** (Fernandez-Villaverde et al., 2007, p. 1022) Let $y_t$ be generated by the DSGE economy (2.2). Under Assumption 2, the variance-covariance matrix of the one-step-ahead prediction error in the Wold representation of $y_t$ is given by $\Sigma^* = (A^*)(A^*)'$.

In my application, I assume throughout that Assumption 2 holds so that a VAR(p) can approximate the DSGE model dynamics arbitrarily well. Thus, $A\beta' \approx A^*(A^*)'$. This assumption is not necessarily satisfied and, in general, depends on the observables $y_t$. With an equal number of AR(1) shock processes as observables, I found two intuitive cases in my exploratory analysis that violate Assumption 2 for most of the parameter space: First, a model with capital that exclude investment and capital as observables. This is similar to Chari et al. (2005) who point to the challenge of recovering impulse responses in VAR models in economies with capital. Second, a model with news shocks and without observed expectations. For the estimated models, however, I show in Appendix B.2 that a VAR(4) approximation captures the underlying DSGE model dynamics well.

### A.5 DSGE-SVAR prior

Note that the dummy variables prior is no longer conjugate. Hence, my prior can be generated from two different distributions: The coefficients are generated from a $N(\beta_0, V_0^{-1})$ distribution, whereas the observations that generate the prior for the covariance matrix are generated from a $N(0, V^{-1})$ distribution.

---

15Intuitively, $x_t$ can be expressed as a square-summable linear combination in terms of $y^t$. Hence, $\text{Var}[x_t|y^t] = 0$ and the Wold representation of $y_t$ is given by: $y_t = B^* \sum_{j=0}^{\infty} (C^* - D^*(A^*)^{-1}B^*)^jD^*(A^*)^{-1}y_{t-1-j} + A^*\epsilon_t$. The one-step-ahead prediction error is, therefore, $y_t - E[y_t|y^{t-1}] = A^*\epsilon_t$ with variance $(A^*)(A^*)'$.

16I also verify this condition for each draw of the DSGE model parameters in my empirical application.
Specify:
\[ \beta \sim \mathcal{N}(\bar{\beta}_0, \bar{N}_0^{-1}), \quad \bar{N}_0 = X'_{SUR,0}(\bar{V}_0^{-1} \otimes I)X_{SUR,0} \]

Note that this is not equal to
\[ \beta | V^{-1} \sim \mathcal{N}(\bar{\beta}_0, \bar{N}_0(V^{-1})) \]
\[ \bar{N}_0(V^{-1}) = X'_{SUR,0}(V^{-1} \otimes I)X_{SUR,0} \]

unless \( V^{-1} \) is known and equal to \( \bar{V}_0 \).

The prior for \( V^{-1} \) is Wishart independent of \( \beta \).

\[ V^{-1} \sim \mathcal{W}_{m+m_z}((\bar{V}_0T_0, T_0) \]

Note that because the prior for \( \beta \) is independent of \( V^{-1} \), the prior is conditionally conjugate with the likelihood function. Otherwise, the presence of \( |\bar{N}_0(V^{-1})| \) terms would undo the conjugacy.

The prior is therefore:
\[
\begin{align*}
\pi(\beta, V^{-1} | \theta) &= (2\pi)^{-n/2}|\bar{N}_0(\theta)|^{-1/2}e^{-\frac{1}{2}((\beta - \bar{\beta}_0(\theta))^\prime \bar{N}_0(\theta)(\beta - \bar{\beta}_0(\theta)))} \\
&\quad \times 2^{-T_0(m+m_z)/2}|\bar{V}_0(\theta)T_0|^{-T_0/2} \Gamma_m(T_0/2)^{-1}|V^{-1}|^{(T_0-m-m_z-1)/2}e^{-\frac{1}{2} \text{tr}(V^{-1}V_0(\theta)T_0)} \\
&= (2\pi)^{-n/2}|\bar{N}_0(\theta)|^{-1/2}e^{-\frac{1}{2}((\beta - \bar{\beta}_0(\theta))^\prime \bar{N}_0(\theta)(\beta - \bar{\beta}_0(\theta)))} \\
&\quad \times 2^{-T_0(m+m_z)/2}|S_0(\theta)|^{-T_0/2} \Gamma_m(T_0/2)^{-1}|V^{-1}|^{(T_0-m-m_z-1)/2}e^{-\frac{1}{2} \text{tr}(V^{-1}S_0(\theta))}
\end{align*}
\]

The joint density is given by:
\[
\begin{align*}
p(Y, Z, \beta, V^{-1}, \theta) &= p(Y, Z | \beta, V^{-1}) p(\beta, V^{-1} | \theta) p(\theta), \\
&= p(Y, Z | \beta, V^{-1}) p(\beta | V^{-1} | \theta) p(\theta), \quad (A.12a) \\
p(Y, Z | \beta, V^{-1}) &= (2\pi)^{-T/2}|V^{-1}|^{T/2}e^{-\frac{1}{2}(\text{vec}([Y, Z]-X_{SUR}\beta)^\prime(V^{-1} \otimes I_T)(\text{vec}([Y, Z]-X_{SUR}\beta))} \\
p(\beta | \theta) &= (2\pi)^{-n_\beta/2} \left| \lambda_B X'_{0,SUR} \theta(V_0^{-1} \otimes I_{m(mp+k)})(X_{0,SUR})^{-1/2} \\
&\quad e^{-\frac{1}{2} \text{tr}(X_{0,SUR}(\beta_0(\theta)-\beta)^\prime (V_0^{-1} \otimes I_{m(mp+k)})(X_{0,SUR}(\beta_0(\theta)-\beta))}, \quad (A.12b)
\end{align*}
\]

where \( \lambda_B \equiv \frac{T_0^B}{m(mp+k)} \)
\[
\begin{align*}
p(\theta) &= (2\pi)^{-n_\beta/2}|\bar{N}_0(\theta)|^{1/2}e^{-\frac{1}{2}((\beta_0(\theta)-\beta)^\prime \bar{N}_0(\theta)(\beta_0(\theta)-\beta)),} \\
p(V^{-1} | \theta) &= e^{-\frac{1}{2} \text{tr}(V^{-1} V_0(\theta))} |T_0^V V_0(\theta)|^{T_0^V/2} \\
&\quad \times 2^{T_0^V(m+m_z)/2} \Gamma_m(m+z)(T_0^V)^{-m-m_z-1/2})^{1/2}, \quad (A.12c)
\end{align*}
\]

\[
p(\theta) = 1\{\text{DSGE model has a unique & stable solution} | \theta \} \times \prod_{n=1}^{n_a} p_n(\theta^{(n)}), \quad (A.12d)
\]

where \( \theta^{(n)} \) denotes the \( n \)th component of the vector \( \theta \) and \( p_n(\theta^{(n)}) \) is a univariate density.

**Implementing the DSGE-SVAR prior.** The following dummy observations and likelihood implement the prior that \( \beta \sim \mathcal{N}(\bar{\beta}_0, N_{XX}(\bar{V}_0)) \) and \( V^{-1} \sim \mathcal{W}(\bar{V}_0 T_0^V, T_0^V) \):
\[
\begin{align*}
\text{vec}([Y_0^B, Z_0^B]) &= \bar{X}_{0,SUR}(\theta)(\bar{\beta}_0(\theta) + 0, \quad (A.13a) \\
\text{vec}([Y_0^B, Z_0^B]) &\sim \mathcal{N}(\bar{X}_{0,SUR}(\theta)(\bar{\beta}_0(\theta), \bar{V}_0(\theta) \otimes I_{T_0^B}) \quad (A.13b)
\end{align*}
\]
\[ [Y_0^V, Z_0^V] = 0 \times \beta + V_0(\theta) \otimes I_{T_0^V}, \]  
(A.13c)

\[ \text{vec}([Y_0^V, Z_0^V]) \sim N(0, \nu \otimes I_{T_0^V}) \]  
(A.13d)

where \( X_{0,SUR} \) is the Cholesky factor of the following matrix:

\[ \bar{X}_{0,SUR}(\theta)'X_{0,SUR}(\theta) = E^{DSGE}[X_{SUR}'(\bar{\nu}(\theta))^{-1} \otimes I_{p(m+m_s)}]X_{SUR}(\theta). \]  

The prior and data density are given by:

\[ \theta \sim \pi(\theta) \]  
(A.14a)

\[ \pi(B, \nu^{-1}|\theta) \propto |\nu^{-1}|^{-n_y/2}f(B, \nu^{-1}|Y_0(\theta), Z_0(\theta)) \]

\[ = |\nu^{-1}|^{-n_y/2}f(Y_0(\theta), Z_0(\theta)|B, \nu^{-1}) \]  
(A.14b)

\[ \hat{f}(Y, Z|B, \nu^{-1}, \theta) = f(Y, Z|B, \nu^{-1}) \]  
(A.14c)

Computations. To implement Algorithm 3, I use a random-blocking Metropolis-Hastings step with random walk proposal density with t-distributed increments, with 15 degrees of freedom as in Chib and Ramamurthy (2010). To calibrate the covariance matrix of the proposal density, I use a first burn-in phase with a diagonal covariance matrix for the proposal density. The observed covariance matrix of the first stage is then used in subsequent stages up to scale. I use a second burn-in phase to calibrate the scale to yield an average acceptance rate across parameters and draws of 30%. To initialize the Markov chain, I then use a third burn-in phase whose draws are discarded. The order of the parameters is uniformly randomly permuted, and a new block is started with probability 0.15 after each parameter. This Metropolis-Hastings step is essentially a simplified version of the algorithm proposed by Chib and Ramamurthy (2010). Similar to their application to the Smets and Wouters (2007) model, I otherwise obtain a small effective sample size because of the high autocorrelation of draws when using a plain random-walk Metropolis-Hastings step.

A.6 Results on the marginal density in \( T_0^V \)

A.6.1 Analytic results

Del Negro et al. (2007) show that, in an AR(1) model with known variance, the marginal likelihood is strictly increasing, decreasing, or has an interior maximum in \( T_0^V = T_0^B \) in their DSGE-VAR framework with a conjugate prior. I am interested in the case of \( T_0^V \neq T_0^B \) and when the prior is not conjugate. Thus, I analyze the case of increasing the degrees of freedom only of the Wishart prior, abstracting from unknown model dynamics (i.e., \( \beta = 0 \)) so that \( T_0^B \) becomes irrelevant.

The marginal likelihood of an iid sample of length \( T \) with \( y_t \in \mathbb{R}^m \) is given by:

\[ p(y_0^T) = \int_0^\infty \left( \prod_{s=1}^T f(y_s, V) \right) \pi(V|T_0^V) dV^{-1} \]

\[ = \int_0^\infty (2\pi)^{-mT/2} |V|^{-T/2} e^{-\frac{T}{2} \text{tr}(V^{-1}Y_0)} \left( \frac{T_0^V}{V} \right)^{-mT_0^V/2} |V_0T_0^V|^{T_0^V/2} \Gamma_m((T_0^V/2)^{-1}) |V|^{-(T_0-m-1)/2} dV^{-1} \]

\[ = \pi^{-mT/2} \frac{|V_0T_0^V|^{T_0^V/2} \Gamma_m((T + T_0^V)/2)}{\Gamma_m((T + T_0^V)/2)} \times \]

\[ \int_0^\infty e^{-\frac{T}{2} \text{tr}(V^{-1}(T + T_0^V))} |V_0T_0^V + TV|^{(T + T_0^V)/2} \Gamma_m((T + T_0^V)/2)^{-1} |V|^{-(T + T_0 - 2)/2} dV^{-1} \]

\[ = \pi^{-mT/2} \frac{|V_0T_0^V|^{T_0^V/2} \Gamma_m((T + T_0^V)/2)}{\Gamma_m((T + T_0^V)/2)} \times \]

\[ \int_0^\infty e^{-\frac{T}{2} \text{tr}(V^{-1}(T + T_0^V))} |V_0T_0^V + TV|^{(T + T_0^V)/2} \Gamma_m((T + T_0^V)/2)^{-1} |V|^{-(T + T_0 - 2)/2} dV^{-1} \]
Consider the three cases in the lemma separately:

Proof. Note that for a sufficiently bad fit so that \( V \) in an open neighborhood around unity, the slope of the log data density is maximized by a DSGE model prior centered at \( V_0 = \hat{V} \): the data rewards model fit.

To gain intuition, consider the scalar case \( m = 1 \). Abstracting from terms constant in \( T_0^V \), the density can then be simplified to:

\[
\ln p(y|T_0^V) = \kappa(V,T) - \frac{T}{2} \ln(T_0^V) + \frac{T_0^V}{2} \ln \left( \frac{V_0}{V} \right) - \frac{T + T_0^V}{2} \ln(T_0^V/V) + \ln \left( \frac{\Gamma\left(\frac{T+T_0^V}{2}\right)}{\Gamma\left(\frac{T_0^V}{2}\right)} \right)
\]

The slope of the log data density in \( T_0^V \) is given by:

\[
\frac{d \ln p(y|T_0^V)}{dT_0^V} = \frac{1}{2} \ln \left( \frac{T_0^V V_0}{V_0 + T_0^V} \right) + \frac{1}{2} \left( 1 - \frac{V_0}{V} \right) \frac{T}{T_0^V V_0 + T_0^V} + \frac{1}{2} \psi \left( \frac{T + T_0^V}{2} \right) - \frac{1}{2} \psi \left( \frac{T_0^V}{2} \right),
\]

where \( \psi \) is the digamma function, the derivative of the log Gamma function. Part (a) of the following Lemma establishes that for \( \frac{V_0}{V} \) in an open neighborhood around unity, the slope of the log data density is strictly positive (at \( T \) that are multiples of 2). Hence, when the DSGE model \( V_0 \) fits the data well, an infinite prior weight on the DSGE model maximizes the fit. Parts (b) and (c) establish the counterpart that for a sufficiently bad fit so that \( \frac{V_0}{V} \) is far enough from unity, the slope of the log data density is negative in \( T_0^V \). Thus, the optimal prior weight diverges.

Lemma 5. Let \( T = 2n, n \in \mathbb{N}_+ \) and \( T_0^V > 0 \).

(a) For \( \frac{V_0}{V} \) in an open neighborhood around unity, \( \frac{d}{dT_0^V} \ln p(y|T_0^V) > 0 \).

(b) There exists a number \( v \in (0,1) \) such that for \( \frac{V_0}{V} < v \), \( \frac{d}{dT_0^V} \ln p(y|T_0^V) < 0 \).

(c) For \( T > 2 \), there exists a number \( \bar{v} > 1 \) such that for \( \frac{V_0}{V} > \bar{v} \), \( \frac{d}{dT_0^V} \ln p(y|T_0^V) < 0 \).

Proof. Consider the three cases in the lemma separately:

(a) Let \( V_0 = \hat{V} \). Note that under the assumption on \( T \), the recurrence relation of the digamma function implies that

\[
\psi \left( \frac{T + T_0^V}{2} \right) = \psi \left( \frac{T_0^V}{2} \right) + \sum_{s=0}^{T-1} \frac{1}{T_0^V/2 + s}.
\]

The slope (A.16) can therefore be written as:

\[
\frac{1}{2} \ln \left( \frac{T_0^V}{T_0^V + T} \right) + \frac{1}{2} \sum_{s=0}^{T-1} \frac{1}{T_0^V/2 + s}.
\]

Note that for \( x > 0 \):

\[
\frac{1}{2} \ln \left( \frac{x}{2 + x} \right) + \frac{1}{x} > 0.
\]
This inequality follows from a basic logarithm inequality: \(- \log \left( \frac{x}{2 + x} \right) = \log (1 + \frac{2}{x}) < \frac{2}{x}\). Thus, \(\frac{1}{2} \ln \left( \frac{x}{2 + x} \right) + \frac{1}{x} > 0\).

The result on \(\frac{d}{dT_0} \ln p(y|T_0^V)\) follows by induction for \(V_0 = \hat{V}\). Let \(T = 2 \Leftrightarrow n = 1\). Then the above inequality for \(x = T_0^V\) implies the condition for \(n = 1 \Leftrightarrow T = 2\).

Now assume that the condition holds for arbitrary \(n \in \mathbb{N}_+\). Notice that

\[
\frac{d}{dT_0} \ln p(y|T_0^V) \bigg|_{T=2(n+1)} - \frac{d}{dT_0} \ln p(y|T_0^V) \bigg|_{T=2n} = \frac{1}{2} \ln \left( \frac{2n + T_0^V}{2(n+1) + T_0^V} \right) + \frac{1}{2} \frac{2}{2n + T_0^V},
\]

which is larger than zero by the above inequality. In addition, by assumption, \(\left. \frac{d\ln p(y|T_0^V)}{dT_0} \right|_{T=2n} > 0\).

It follows that \(\left. \frac{d}{dT_0} \ln p(y|T_0^V) \right|_{T=2(n+1)} > 0\).

Since the assumption is true for \(n = 1\), the desired result for \(\frac{d}{dT_0} \ln p(y|T_0^V)\) follows for \(V_0 = \hat{V}\) and any \(n \in \mathbb{N}_+\) by induction.

Last, because \(p(y|T_0^V)\) and its derivatives are continuous in \(V_0\), the inequality holds for \(V_0\) sufficiently close to \(\hat{V}\).

(b) Fix \(T, T_0^V\). Note that \(\lim_{V_0/\hat{V} \to 0} \frac{d}{dV_0} \ln p(y|T_0^V) = -\infty\). Since the limit is \(-\infty\), there exists a number \(\bar{V}\) such that for \(\frac{V_0}{\hat{V}} < \bar{V} \frac{d}{dV_0} \ln p(y|T_0^V) < 0\) holds. Since, by (a), the inequality is not satisfied at \(V_0 = \hat{V}\), it follows that \(\bar{V} < 1\).

(c) Note that \(\lim_{V_0/\hat{V} \to \infty} \frac{d}{dV_0} \ln p(y|T_0^V) = -\frac{T}{2T_0^Y} + \frac{1}{2} \psi \left( \frac{T + T_0^Y}{2} \right) - \frac{1}{2} \psi \left( \frac{T_0^Y}{2} \right)\). Note also that \(\psi \left( \frac{T + T_0^Y}{2} \right) = \psi \left( \frac{T_0^Y}{2} \right) \leq \frac{T}{2T_0^Y}\) given the recurrence relation used in (a) and given that the sum in the recurrence relation has at most \(\frac{T}{2}\) increments. These increments are smaller or equal to \(\frac{2}{T_0^Y}\). When \(T > 2\), the equality is strict. Thus, \(\lim_{V_0/\hat{V} \to \infty} \frac{d}{dV_0} \ln p(y|T_0^V) < 0\) for \(T > 2\). By the definition of the limit, there exists some \(\bar{V}\) such that the inequality holds for all \(V_0 > \bar{V}\).

A.6.2 Numerical example

The logic behind the previous analytic results for the scalar case applies more widely: If the prior is sufficiently close to the data, increasing the prior precision increases the model fit. Here, I provide a numerical benchmark for the benchmark VAR specification.

Specifically, I abstract from uncertain DSGE (hyper-)parameters and fix the prior \(\hat{B}_0^g, \hat{B}_0^s\) and \(\hat{V}_0\) matrices so that the prior fit is perfect: I choose the prior to equal the posterior given the actual data. I then vary the prior precision \(T_0^B\) and \(T_0^V\) on a grid. As expected, the marginal likelihood is strictly increasing in both \(T_0^V\) and \(T_0^B\) and peaks at the limit point of \(T_0^B = T_0^V \to \infty\).

A.7 Likelihood computation

I compute the marginal data density by applying the Chib (1995) method to the inner integral over the SUR-VAR parameters and then applying the Geweke (1999) estimator to integrate over the DSGE model hyperparameters.
Equal weights: \( T_0^B = T_0^V = \lambda_0 \times T \)  

Varying weights: \( T_0^B \neq T_0^V = \lambda_0^V \times T \)

In this numerical example, the prior is chosen to equal the posterior for the baseline narrative DSGE-VAR. Thus the prior fits the data as well as possible. The figures show that increasing the weights \( T_0 = \lambda_0 \times T \) (i.e., relative to the empirical sample size). The marginal likelihood is strictly increasing in both the dimension of “dynamics” via the number of dummy observations on the coefficient matrix and the dimension of “identification” via the number of dummy observations on the covariance matrix.

Figure A.1: Narrative DSGE-VAR marginal likelihood with fixed hyperparameters when prior is set to equal the posterior

**Likelihood given DSGE parameters.** The basic insight from Chib (1995) is that:

\[
\pi(y, z|\theta) = \frac{p(y, z|V^{-1}, B)p(V^{-1}, B|\theta)}{\pi(\hat{z}, V^{-1}, B|y, z, \theta)} = \frac{p(y, z|V^{-1}, B)p(V^{-1}, B|\theta)}{\pi(B^*_y, y, z, \theta)} \pi(V^{-1}|B^*_y, y, z, \theta),
\]

for any \( V^{-1}, B \). For numerical purposes, however, it is advisable to evaluate (A.17) at a high density point. In what follows I denote this point by \((\hat{z}_*, B_*, V_*^{-1})\). I choose \( B_* \) as the posterior mean. I first compute:

\[
\pi(B_*, y, z, \theta) = M^{-1} \sum_{m=1}^{M} \pi(B_*, y, z, (V^{-1})^{(m)}, \hat{z}^{(m)}, \theta),
\]

using draws \( \{(V^{-1})^{(m)}, \hat{z}^{(m)}\} \) from the original Gibbs sampler. The second component is computed as:

\[
\pi(V_*^{-1}|y, z, \theta) = M^{-1} \sum_{m=1}^{M} \pi(V_*^{-1}|y, z, B_*, \hat{z}^{(m)}, \theta),
\]

where \( (V^{-1})^{(m)}, \hat{z}^{(m)} \) are draws from a simpler new run of the Gibbs sampler that conditions on \( B_* \).

To compute the likelihood \( p(y, z|B_*, V_*^{-1}) \), I draw a third sequence of \( \hat{z}^{(m)} \) conditional on both \( B_*, V_*^{-1} \) and I compute \( p(y, z|B_*, V_*^{-1}) = M^{-1} \sum_{m=1}^{M} p(y, z, \hat{z}^{(m)}|B_*, V_*^{-1}) \).

**Likelihood over DSGE parameters.** Geweke (1999) shows that to find the integrating constant of a Kernel \( k(\psi) \) we may use that \( p(\hat{\psi}) \) is the integrating constant of the posterior kernel \( k(\psi) = \)
where \( \hat{\psi} \) parameter vector, which I do using the Chib (1995) algorithm previously described. \( \psi \) because of the presence of \( \pm \) error lies within \( \psi_0 \) of the truth computed by a very large number of draws. For the SUR case, I verify that with a modest number of posterior draws the numerical prior, I verify this numerically by comparing the estimated marginal data density with its analytical posterior mean and covariance of \( \psi \). Denote this truncated density by \( f(\psi) \) and its estimate based on the sample posterior distribution with sample size \( M \) by \( f_{a,M}(\psi) \). Then:

\[
p(\tilde{y})^{-1} = \mathbb{E}[g_\alpha(\psi)] \approx \mathbb{E}[g_{a,M}(\psi)] \approx M^{-1} \sum_{m=1}^{M} \frac{f_{a,M}(\psi_m)}{k(\psi_m)},
\]

where \( \psi_m \) are draws from the posterior.

Here, \( \psi = (\theta, B, V^{-1}) \) or strictly \((\theta, B, \text{vech}(V^{-1}))\). This vector is high dimensional, especially because of the presence of \( B \). It would therefore be helpful to reduce the dimensionality of the parameter vector, which I do using the Chib (1995) algorithm previously described.

\[
k(\theta, B, V^{-1}) = \int \int k(\psi)d\psi dB = \pi(\theta) \int \int p(y, z|B, V^{-1})p(B, V^{-1}|\theta)d\psi dB
\]

\[
= \pi(\theta) \int \int k(B, V^{-1}|y, z, \theta)d\psi dB = \pi(\theta)p(y, z, \theta) \int \int p(B, V^{-1}|y, z, \theta)d\psi dB
\]

\[
\Leftrightarrow k(\theta) = p(y, z, \theta)\pi(\theta)
\]

Now proceed with this reduced parameter vector as before

\[
\mathbb{E}[g(\theta)] = \int_{\Theta} \frac{f(\theta)}{\pi(\theta)p(y, z, \theta)} p(\theta|y, z) d\theta = \int_{\Theta} \frac{f(\theta)}{\pi(\theta)p(y, z, \theta)} p(\theta|y, z) d\theta
\]

\[
= p(y, z)^{-1} \int_{\Theta} \frac{f(\theta)}{\pi(\theta)p(y, z, \theta)} \pi(\theta)p(y, z, \theta) d\theta
\]

\[
= p(y, z)^{-1} \int_{\Theta} f(\theta) d\theta = p(y, z)^{-1}
\]

In practice, I approximate \( p(y, z|\theta) \) with the Chib (1995) estimator:

\[
\hat{\mathbb{E}}[\hat{g}(\theta)] = \frac{1}{M} \sum_{m=1}^{M} \frac{f_{a}(\theta(m))}{\pi(\theta(m))p(y, z, \theta(m))} \approx \hat{\rho}(y, z)^{-1}
\]

where \( \hat{\rho}(y, z, \theta(m)) \) is the Chib estimator of the (conditional) marginal likelihood. The approximation relies on \( \int_{\Theta} f(\theta) p(y, z, \theta) d\theta \) being small. In the case without instruments and with a fully conjugate prior, I verify this numerically by comparing the estimated marginal data density with its analytical counterpart. For the SUR case, I verify that with a modest number of posterior draws the numerical error lies within \( \pm 0.1 \) of the truth computed by a very large number of draws.
A.8 DSGE model equations

A.8.1 Households

The law of motion for capital:

\[ \hat{k}_t^p = (1 - \frac{\bar{x}}{k^p})\hat{k}_{t-1} + \frac{\bar{x}}{k^p}(\hat{x}_t + \hat{q}_t + s) \]  

(A.18)

Household wage setting:

\[ \hat{w}_t = \frac{\hat{w}_{t-1}}{1 + \beta \gamma} + \frac{\beta \gamma \mathbb{E}_t[\hat{w}_{t+1}]}{1 + \beta \gamma} + \frac{(1 - \beta \zeta_w)(1 - \zeta_w)}{(1 + \beta \gamma)\zeta_w}A_w\left(\frac{\hat{c}_t - (h/\gamma)\hat{c}_{t-1}}{1 - \frac{h}{\gamma}} + \nu \hat{n}_t - \hat{w}_t + \frac{d\tau_t^n}{1 - \tau_t^n} + \frac{d\tau_t^c}{1 - \tau_t^c}\right) \]

\[ - \frac{1 + \beta \mu_t w}{1 + \beta \gamma} \hat{w}_t + \frac{\lambda w}{1 + \beta \gamma} \mathbb{E}_t[\hat{\pi}_{t+1}] + \hat{\pi}_t \frac{w_t}{1 + \beta \gamma} \]  

(A.19)

Household consumption Euler equation:

\[ \mathbb{E}_t[\hat{\xi}_{t+1} - \hat{\xi}_t] + \mathbb{E}_t[d\tau_{t+1}^c - d\tau_t^c] = \]

\[ = \frac{1}{1 - \hat{\tau}^n} \mathbb{E}_t[\left(\sigma - 1\right)\frac{1}{1 + \lambda w} \frac{1}{1 + \tau^c} \hat{\pi}_{t+1} - \hat{\pi}_t - \sigma \left(\hat{c}_{t+1} - \left(1 + \frac{h}{\gamma}\right)c_t + \frac{h}{\gamma} \hat{c}_{t+1}\right)\]  

(A.20)

Other FOC (before rescaling of \( \hat{q}_t^b \)):

\[ \mathbb{E}_t[\hat{\xi}_{t+1} - \hat{\xi}_t] = -\hat{q}_t^b - \hat{R}_t + \mathbb{E}_t[\hat{\pi}_{t+1}], \]  

(A.21)

\[ \hat{Q}_t = -\hat{q}_t^b - (\hat{R}_t - \mathbb{E}_t[\hat{\pi}_{t+1}]) + \frac{1}{\hat{r}_t^k(1 - \hat{r}_t^k) + \delta \hat{r}_t^k + 1 - \delta} \times \]

\[ \left(\hat{r}_t^k(1 - \hat{r}_t^k) + \delta \hat{r}_t^k\right)\hat{q}_t^k - (\hat{r}_t^k - \delta) d\tau_{t+1}^k + \hat{r}_t^k(1 - \hat{r}_t^k)\mathbb{E}_t[\hat{r}_{t+1}^k] + (1 - \delta)\mathbb{E}_t[\hat{Q}_{t+1}]\right], \]  

(A.22)

\[ \hat{x}_t = \frac{1}{1 + \beta \gamma} \left[ \hat{x}_{t-1} + \beta \gamma \mathbb{E}_t[\hat{x}_{t+1} + \frac{1}{\gamma^2 S'(\gamma)}(\hat{Q}_t + \hat{q}_t^b)]\right], \]  

(A.24)

\[ \hat{u}_t = \frac{a'(1)}{a''(1)} \hat{r}_t^k \equiv \frac{1 - \psi_u}{\psi_u} \hat{r}_t^k. \]  

(A.25)

A.8.2 Production side and price setting

The linearized aggregate production function is:

\[ \hat{y}_t = \frac{\bar{y} + \Phi}{\bar{y}} \left(\hat{e}_t^a + \zeta \hat{k}_{t-1}^a + \alpha(1 - \zeta)\hat{k}_t + (1 - \alpha)(1 - \zeta)\hat{n}_t\right), \]  

(A.26)

where \( \Phi \) are fixed costs. Fixed costs, in steady state, equal the profits made by intermediate producers.

The capital-labor ratio:

\[ \hat{k}_t = \hat{n}_t + \hat{w}_t - \hat{r}_t^k. \]  

(A.27)
Price setting:

\[
\dot{\pi}_t = \frac{t_p}{1 + t_p \beta \gamma} \dot{\pi}_{t-1} + \frac{1 - \zeta_p \beta \gamma}{1 + t_p \beta \gamma} \zeta_p \bar{A}_p (\bar{m} c_\ell + \bar{c}_t^x p) + \frac{\beta \gamma}{1 + t_p \beta \gamma} \bar{E}_t \dot{\pi}_{t+1}.
\] (A.28)

Marginal costs with a cost-channel:

\[
\bar{m} c_\ell = \alpha \bar{x}_t + (1 - \alpha) (\bar{w}_t + \bar{R}_t).
\] (A.29)

A.8.3 Market clearing

Goods market clearing requires:

\[
\dot{y}_t = \frac{\bar{c}}{\bar{y}} \dot{c}_t + \frac{\bar{x}}{\bar{y}} \dot{x}_t + \frac{\bar{g}}{\bar{y}} \dot{g}_t + \frac{\bar{R}}{\bar{y}} \dot{R}_t.
\] (A.30)

A.8.4 Observation equations

For the estimation under full information, I need to specify observation equations. The observation equations are given by (3.1c) as well as the following seven observation equations from Smets and Wouters (2007) and three additional equations (A.32) on fiscal variables:

\[
\Delta \ln g^{obs}_t = g_t - g_{t+1} + (\gamma_g - 1),
\] (A.31a)

\[
\Delta \ln x^{obs}_t = x_t - x_{t+1} + (\gamma_x - 1),
\] (A.31b)

\[
\Delta \ln w^{obs}_t = w_t - w_{t+1} + (\gamma_w - 1),
\] (A.31c)

\[
\Delta \ln c^{obs}_t = c_t - c_{t+1} + (\gamma - 1),
\] (A.31d)

\[
\dot{\pi}^{obs}_t = \dot{\pi}_t + \bar{\pi},
\] (A.31e)

\[
\dot{\pi}^{obs}_t = \dot{n}_t + \bar{n},
\] (A.31f)

\[
\dot{R}^{obs}_t = \dot{R}_t + (\beta^{-1} - 1),
\] (A.31g)

By allowing for different trends in the non-stationary observables, I treat the data symmetrically in the VAR and the DSGE model.

I use the deviation of debt to GDP and revenue to GDP, detrended prior to the estimation, as observables:

\[
b^{obs}_t = \frac{\bar{b}}{\bar{y}} (\bar{b} - \bar{y}) + \bar{b}^{obs}
\] (A.32a)

\[
rev^n^{obs}_t = \bar{w} \bar{n} \bar{c} \bar{y} \left( \frac{d \tau^n_t}{\tau^n_t} + \bar{w}_t + \bar{n}_t - \bar{y}_t \right) + \bar{w} \bar{n} \bar{c} \bar{y} \bar{r}^{n,obs}_t
\] (A.32b)

\[
rev^k^{obs}_t = \bar{w} \bar{k} \bar{c} \bar{y} (\bar{r} - \delta) \left( \frac{d \tau^k_t}{\tau^k_t} + \frac{\bar{w}}{\bar{r}^k_t} + \bar{c}_t + \bar{r}_t - \bar{y}_t \right) + \bar{w} \bar{k} \bar{c} \bar{y} \bar{r}^{k,obs}_t
\] (A.32c)

B Data and additional results

B.1 Data construction

**NIPA and Flow of Funds variables.** I follow Smets and Wouters (2007) in constructing the variables of the baseline model, except for allocating durable consumption goods to investment rather
than consumption expenditure. Specifically:

\[ y_t = \text{(nominal GDP: NIPA Table 1.1.5Q, Line 1)}_t \]
\[ c_t = \text{(nominal PCE on nondurables and services: NIPA Table 1.1.5Q, Lines 5+6)}_t \]
\[ i_t = \text{(Durables PCE and fixed investment: NIPA Table 1.1.5Q, Lines 4+8)}_t \]
\[ \pi_t = \Delta \ln(\text{GDP deflator: NIPA Table 1.1.9Q, Line 1})_t \]
\[ r_t = \begin{cases} \frac{1}{4} \text{(Effective Federal Funds Rate: FRED FEDFUNDS)}_t & t \geq (1954:Q3) \\ \frac{1}{4} \text{(3-Month Treasury Bill: FRED TB3MS)}_t & \text{else.} \end{cases} \]
\[ n_t = \text{(Nonfarm business hours worked: BLS PRS85006033)}_t \]
\[ w_t = \text{(Nonfarm business hourly compensation: BLS PRS85006103)}_t \]
\[ k_t = (1 - 0.015)k_{t-1} + \text{(nominal fixed investment: NIPA Table 1.1.5Q, Line 8)}_t \]
\[ i_{t}^{\text{eff}} = \omega \text{(Implicid price deflator fixed investment: NIPA Table 1.1.9Q, Line 8)}_t \]
\[ + (1 - \omega) \text{(Implicit price deflator durable goods: NIPA Table 1.1.9Q, Line 4)}_t \]

where \(\omega\) is the average nominal share of fixed investment relative in the sum with durables.

When using an alternative definition of hours worked from Francis and Ramey (2009), I compute:

\[ n_{t}^{FR} = \frac{\text{(Total hours worked: Francis and Ramey (2009))}}{\text{(Population above 16: FRED CNP16OV)}}_t \]

Fiscal data is computed following Leeper et al. (2010), except for adding state and local governments (superscript “s&l”) to the federal government account (superscript “f”), similar to Fernandez-Villaverde et al. (2015). Since in the real world

\[ \tau_{t}^{P} = \frac{\text{(production & imports taxes: Table 3.2, Line 4)}_t + \text{(Sales taxes)}_t^{s&l}}{\text{((Durables PCE)}_t + c_t) \times \text{(GDP deflator)}_t - \text{(production & imports taxes)}_t^{f} - \text{(Sales taxes)}_t^{s&l}} \]
\[ \tau_{t}^{P} = \frac{1}{2} \text{(Proprietors’ income)}_t + \text{(wage income)}_t + \text{(wage supplements)}_t + \text{(capital income)}_t \]
\[ \tau_{t}^{P} = \frac{\tau_{t}^{P} \left( \frac{1}{2} \text{(Proprietors’ income)}_t + \text{(wage income)}_t + \text{(wage supplements)}_t + \text{(wage taxes)}_t^{f} + \frac{1}{2} \text{(Proprietors’ income)}_t \right)}{\text{(wage income)}_t + \text{(wage supplements)}_t + \text{(wage taxes)}_t^{f} + \frac{1}{2} \text{(Proprietors’ income)}_t} \]
\[ \tau_{t}^{P} = \frac{\tau_{t}^{P} (\text{capital income})_t + \text{(corporate taxes)}_t^{f} + \text{(corporate taxes)}_t^{s&l}}{\text{(Capital income)}_t + \text{(Property taxes)}_t^{s&l}} \]

where the following NIPA sources were used:

- (Federal) production & imports taxes: Table 3.2Q, Line 4
- (State and local) sales taxes: Table 3.3Q, Line 7
• (Federal) personal current taxes: Table 3.2Q, Line 3
• (State and local) personal current taxes: Table 3.3Q, Line 3
• (Federal) taxes on corporate income minus profits of Federal Reserve banks: Table 3.2Q, Line 7 – Line 8.
• (State and local) taxes on corporate income: Table 3.3Q, Line 10.
• (Federal) wage tax (employer contributions for government social insurance): Table 1.12Q, Line 8.
• Proprietors’ income: Table 1.12Q, Line 9
• Wage income (wages and salaries): Table 1.12Q, Line 3.
• Wage supplements (employer contributions for employee pension and insurance): Table 1.12Q, Line 7.
• Capital income = sum of rental income of persons with CCAdj (Line 12), corporate profits (Line 13), net interest and miscellaneous payments (Line 18, all Table 1.12Q)

Note that the tax base for consumption taxes includes consumer durables, but to be consistent with the tax base in the model, the tax revenue is computed with the narrower tax base excluding consumer durables.

\[
(rev)^c_t = \tau^c_t \times (c_t - (\text{Taxes on production and imports})_t - (\text{Sales taxes})_t^{s&l}) / ((\text{Population above 16})_t \times ((\text{GDP deflator})_t)
\]

\[
(rev)^n_t = \tau^n_t \times ((\text{wage income})_t + (\text{wage supplements})_t + (\text{wage taxes})_t + \frac{1}{2}(\text{Proprietors’ income})_t
\]

\[
(rev)^k_t = \tau^k_t \times ((\text{Capital income})_t + (\text{Property taxes})_t^{s&l})
\]

I construct government debt as the cumulative net borrowing of the consolidated NIPA government sector and adjust the level of debt to match the value of consolidated government FoF debt at par value in 1950:Q1. A minor complication arises as federal net purchases of nonproduced assets (NIPA Table 3.2Q, Line 43) is missing prior to 1959Q3. Since these purchases typically amount to less than 1% of federal government expenditures with a minimum of -1.1%, a maximum of 0.76%, and a median of 0.4% from 1959:Q3 to 1969:Q3, two alternative treatments of the missing data lead to virtually unchanged implications for government debt. First, I impute the data by imposing that the ratio of net purchases of nonproduced assets to the remaining federal expenditure is the same for all quarters from 1959:Q3 to 1969:Q4. Second, I treat the missing data as zero.

In 2012 the FoF data on long term municipal debt was revised up. The revision covers all quarters since 2004 but not before, implying a jump in the debt time series.\textsuperscript{17} I splice together a new smooth series from the data before and after 2004 by imposing that the growth of municipal debt from 2003:Q4 to 2004:Q1 was the same before and after the revision. This shifts up the municipal and consolidated debt levels prior to 2004. The revision in 2004 amounts to $840bn, or 6.8% of GDP.

\textsuperscript{17}www.bondbuyer.com/issues/121_84/holders-municipal-debt-1039214-1.html “Data Show Changes in Muni Buying Patterns” by Robert Slavin, 05/01/2012 (retrieved 01/24/2014).
**Measured expectations and shock proxies.** To control for fiscal foresight, I compile two series on the four quarter ahead federal purchases of goods and services and revenue growth from the Greenbook. To match the Greenbook data to quarters, I use the Greenbook before but closest to the middle of the second month of each quarter. This broadly matches the timing of the SPF that underlies the short-run data in Ramey (2011). It also allows me to use already digitized data on price deflators from the Real Time Data Center website at the Federal Reserve Bank of Philadelphia. Missing data is unproblematic for the defense spending forecast errors, but would be more challenging to handle in a VAR. From 1966:Q1 to 1973:Q2, some observations on three and four quarter ahead forecasts government purchases and revenue are missing. In these case, I impute them based on current and up to two quarter ahead revenue and government spending. For revenue forecasts, I additionally use Greenbook real GDP growth forecasts. I treat the imputed data as the actual data.

The above data are combined with data from Mertens and Ravn (2013) on narrative tax shock measures and new data on defense spending and monetary policy shocks constructed in the spirit of the data provided by Ramey (2011) on short-term defense spending shocks and the monetary policy shock proxy in Romer and Romer (2004).

For updating the instruments, I also use Greenbook data to update the shock series from Romer and Romer (2004). After their sample ends in 1996, I use the change in the Federal Funds Target Rate (DFEDTAR in the FRED database) to compute the desired change in the FFR rate. As in Romer and Romer (2004) I then construct the shock measure as the residual from a regression of the change in the target at an FOMC meeting on the prevailing level of the funds rate, unemployment, plus levels and changes of current and future real GDP growth and inflation. I construct inflation as the difference between the forecast for nominal and real GDP in the Greenbook. The right panels in Figure B.2 compare my updated series with the Romer and Romer (2004) series. The correlation is 0.93 over the entire sample period with observed shocks.

Ramey (2011) provides one-quarter ahead forecast errors from the Survey of Professional Forecasters (SPF) for defense spending. This series runs from 1967 to 1982. The Greenbook, in contrast, provides forecasts for defense spending on a quarterly basis since 1967. I construct the defense spending forecast error as the forecast error in the implied real defense spending growth: $E^G_t [g^n_{Def,t+1} - \pi_{t+1}] - (g^n_{Def,t} - \pi_t)$. The left panels in Figure B.2 compare my updated series with the SPF series. The correlation is 0.84 over the entire sample period with observed shocks.
Figure B.2: Comparing shock proxies in the literature with their updated counterparts
B.2 Approximation quality of VAR representation of DSGE model

Note: Shown are the pointwise median and 68% and 90% posterior credible sets. Results based on lower Cholesky factorization of $S_1S'_1$.

Figure B.3: Responses of output, investment, and inflation: Quality of VAR approximation to DSGE model ($T^V_0 = T^B_0 \nearrow \infty$)
Figure B.4: Responses in expectations-augmented DSGE-VAR: Quality of VAR approximation
B.3 Gibbs sampler

To calibrate the Gibbs sampler, I examine the autocorrelation functions and Brooks and Gelman (1998)-type convergence statistics of all model parameters within Markov-chains. See Figures B.6 and B.7 for the flat prior VAR and the DSGE-VAR, respectively. If the distributions differ visibly for different parts of the sample, I increase the number of draws. Similarly, I compute the autocorrelation of the maximum eigenvalue of the stacked VAR(1) representation of (2.1) as well as of the Frobenius norm of $V$ and the log-likelihood. Figure B.5 shows the corresponding plots. With a flat prior, I discard the first 50,000 draws and keep every 20th draw with a total accept sample of 5,000 for the DSGE-VAR and 2,000 for the flat prior VAR. This produces results consistent with convergence of the sampler (see Figures B.6 and B.7). The resulting samples are also reasonably efficient: the autocorrelation of the subsamples in Figure B.5 are reasonably small, particular with low prior weights on the DSGE model.

Note: Autocorrelations are reported based on both the Pearson and the Spearman correlation measure. Asymptotic classical 90% credible sets for the Pearson coefficient, computed under the assumption of zero correlation, are included around the horizontal axis. The autocorrelations are based on the thinned out sample after keeping every 20th draw with the informative prior and every 10th draw with the flat prior. The resulting sample is reasonably efficient also with a larger prior weight on the DSGE model.

Figure B.5: Gibbs-Sampler of baseline model: Autocorrelation functions of univariate summary statistics by DSGE prior weight
Shown are the (within-chain) means of the parameter estimates as the Markov chain grows. To standardize the plots, the parameter estimates are displayed minus their mean and standard deviation in the first half of the chain: For example, for element $i$ of $\theta$, the plot shows

$$
\frac{t-1}{\lfloor T/2 \rfloor-1} \sum_{s=1}^{\lfloor T/2 \rfloor} \left( \theta_s(i) - \left( \frac{t-1}{\lfloor T/2 \rfloor-1} \sum_{u=1}^{\lfloor T/2 \rfloor} \theta_u(i) \right) \right)^2
$$

as a function of $t$. Brooks and Gelman (1998) argue that these means should have converged for a satisfying posterior simulation. The results above indicate that the convergence is very good for both the elements of the VAR coefficient matrix $B$ and the covariance matrix $V$.

Figure B.6: Brooks and Gelman (1998) type convergence diagnostic for the flat-prior narrative VAR
Shown are the (within-chain) means of the parameter estimates as the Markov chain grows. To standardize the plots, the parameter estimates are displayed minus their mean and standard deviation in the first half of the chain: For example, for element $i$ of $\theta$, the plot shows $t - 1 \sum_{s=1}^{[T/2]} \theta_s(i) - [T/2]^{-1} \sum_{s=1}^{[T/2]} \theta_s(i)$ as a function of $t$. Brooks and Gelman (1998) argue that these means should have converged for a satisfying posterior simulation. The results above indicate that the convergence is best for the elements of the VAR coefficients $B$ and almost as good for the elements of the covariance matrix $V$. Some structural parameter draws seem to only settle down after about 4,000 draws.

Figure B.7: Brooks and Gelman (1998) type convergence diagnostic for DSGE-VAR with best-fitting model ($T_0^B = 4T, T_0^V = \frac{1}{5}T$)
Alternative model specifications.

1. **Without cost channel.** Here I set the marginal cost equation to 
\[ \hat{mc}_t = \alpha \hat{r}_t^k + (1 - \alpha) \hat{w}_t. \]

2. **Monetary policy with output gap.** Here I replace the output term in (4.1) with 
\[ \eta_{r,y} \tilde{y}_t + \eta_{r,\Delta y} \Delta \tilde{y}_t, \] where \( \tilde{y}_t \) is the output gap.

3. **Monetary policy with monetary term.** Here I estimate two coefficients on government spending and debt in (4.1).

4. **Fiscal policy with monetary term.** Here I estimate a coefficient on the real interest rate in the government consumption equation (4.2a).

5. **Ad hoc investment friction.** Here I replace \( \hat{q}_t^b \) in the household FOC by \( \hat{q}_t^b + \kappa \hat{y}_t \), where \( \kappa \) is estimated.

6. **Looser prior on noise.** In this robustness check, I increase the prior standard deviation for the relative standard deviation of measurement error from 0.5 to 1.

7. **Tighter prior on noise.** In this robustness check, I cut the prior standard deviation for the relative standard deviation of measurement error from 0.5 to 0.1.

8. **Non-diagonal \( G \).** In this robustness check, I parametrize \( G \) as follows:

\[
G = \begin{bmatrix}
1 & 2(\kappa_{12} - 0.5) & 2(\kappa_{13} - 0.5) \\
2(\kappa_{21} - 0.5) & 1 & 2(\kappa_{23} - 0.5) \\
2(\kappa_{31} - 0.5) & 2(\kappa_{32} - 0.5) & 1
\end{bmatrix}
\times
\begin{bmatrix}
c_1 & 0 & 0 \\
c_2 & 0 & 0 \\
c_3 & 0 & 0
\end{bmatrix}
= \begin{bmatrix}
c_1 & 2(\kappa_{12} - 0.5)c_2 & 2(\kappa_{13} - 0.5)c_3 \\
2(\kappa_{21} - 0.5)c_1 & c_2 & 2(\kappa_{23} - 0.5)c_3 \\
2(\kappa_{31} - 0.5)c_1 & 2(\kappa_{32} - 0.5)c_2 & c_3
\end{bmatrix},
\]

where each \( \kappa \) follows a beta distribution with mean \( \frac{1}{2} \) and standard deviation \( \frac{1}{4} \). When \( \kappa = \frac{1}{2} \), the baseline case obtains. I choose this formulation to ensure that \( G \) is invertible.
Figure C.8: Robustness of marginal likelihood for varying DSGE model weights: Model specification
Figure C.9: Response of the debt-to-output ratio to the identified policy shocks

Figure C.10: Private output multipliers: Best-fitting model ($T^V_0 = \frac{1}{5} T, T^B_0 = 4 \times T$).
Note: Shown are the prior and posterior mean and standard deviation for the DSGE model parameters. Parameters that determine the shock processes are shown in the top, policy rule estimates in the middle, and the observation equations for instruments in the bottom. Overall, the posteriors differ significantly from the priors, consistent with identification of the parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Prior mean (SD)</th>
<th>Weak prior $T_V^0 = T_B^0 = \frac{1}{2} \times T$</th>
<th>Best-fitting model $T_V^0 = \frac{1}{2} T, T_B^0 = 4 \times T$</th>
<th>Stronger prior $T_V^0 = T, T_B^0 = 4T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>st.dev.-TFP</td>
<td>0.500 (0.200)</td>
<td>0.539 (0.030)</td>
<td>0.532 (0.029)</td>
<td>0.523 (0.020)</td>
</tr>
<tr>
<td>AR(1)-TFP</td>
<td>0.500 (0.200)</td>
<td>0.894 (0.072)</td>
<td>0.577 (0.075)</td>
<td>0.991 (0.002)</td>
</tr>
<tr>
<td>st.dev.-Transf.</td>
<td>0.500 (0.100)</td>
<td>0.405 (0.133)</td>
<td>0.523 (0.154)</td>
<td>0.435 (0.127)</td>
</tr>
<tr>
<td>AR(1)-Transf.</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>st.dev.-G</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>AR(1)-G</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>st.dev.-qs</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>AR(1)-qs</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>st.dev.-FFR</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>AR(1)-FFR</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>st.dev.-Infl.</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>AR(1)-Infl.</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Adj. cost</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Util. cost</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Fixed cost</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Habit</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Labor supply ela.</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Calvo prices</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Index. prices</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Calvo wages</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Index. wages</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Taylor-Infl.</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Taylor-GDP</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>smoothing-FFR</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>G-to-GDP</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>G-to-Debt</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>smoothing-G</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Tax-to-GDP</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Tax-to-Debt</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>smoothing-Tax</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Transf-to-GDP</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Transf-to-Debt</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Rel. st. dev. IV-G</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Rel. st. dev. IV-Tax</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Loading IV-G</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Loading IV-Tax</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
<tr>
<td>Loading IV-FFR</td>
<td>0.500 (0.200)</td>
<td>0.500 (0.174)</td>
<td>0.160 (0.100)</td>
<td>0.137 (0.077)</td>
</tr>
</tbody>
</table>

Table C.1: DSGE-VAR model parameter estimates with varying priors
Note: Shown are the prior and posterior mean and standard deviation for the DSGE model parameters. Parameters that determine the shock processes are shown in the top, policy rule estimates in the middle, and the observation equations for instruments in the bottom. Overall, the posteriors differ significantly from the priors, consistent with identification of the parameters.

Table C.2: DSGE-VAR model parameter estimates with varying priors in model with news shocks.
shown are the posterior median and 90% credible set of the policy rule coefficients implied by the partially identified DSGE-VAR. The coefficients on policy interactions have a triangular pattern by construction. With a weak prior, the posterior over the coefficients is very dispersed. The best-fitting model implies monetary tightening in response to higher inflation and some indications of accommodating fiscal policy. The estimates for fiscal policy rules are very dispersed and are bounded away from zero only with a very strong prior.
Baseline model
Flat prior

Best-fitting model
$T_0^B = 4T, T_0^V = \frac{1}{5}T$

Model with news + obs. $E$
Flat prior

Best-fitting model
$T_0^B = 7.5T, T_0^V = \frac{1}{4}T$

Figure C.12: Comparison of VAR and DSGE-VAR estimated with and without expectations: Response to a monetary policy shock.